
The Slovak Society for Operations Research 

Department of Operations Research and Econometrics 

Faculty of Economic Informatics 

University of Economics in Bratislava 

 
 
 
 
 
 
 

Proceedings of the International Conference 
 
 
 

Quantitative Methods in Economics 
 

(MULTIPLE CRITERIA DECISION MAKING X) 

 
 
 
 
 
 
 
 
 
 
 
 

November 30 – December 2, 2000 
The High Tatras, Slovak Republic 

 



Programme Committee
Bobro Peter, IURA Edition, Bratislava
Fendek Michal, University of Economics, Bratislava
Fiala Petr, University of Economics, Praha
Hozlár Eduard, B.C. Consulting, Bratislava
Luptáčik Mikuláš, Technische Universität, Wien
Mlynarovič Vladimír, University of Economics, Bratislava
Peller František, University of Economics, Bratislava
Sojková Zlata, Slovak Agricultural University, Nitra
Turnovec František, CERGE, Praha
 
Organizational Committee
Ivaničová Zlatica (Chair), University of Economics, Bratislava
Brezina Ivan, University of Economics, Bratislava
Pekár Juraj, University of Economics, Bratislava
Ištvániková Adriana, University of Economics, Bratislava
Lukáčik Martin, University of Economics, Bratislava
Pavlovičová Jana, University of Economics, Bratislava
 
Referees
Brezina Ivan, University of Economics, Bratislava
Fendek Michal, University of Economics, Bratislava
Hatrák Michal, University of Economics, Bratislava
Chobot Michal, University of Economics, Bratislava
Ivaničová Zlatica, University of Economics, Bratislava
Mlynarovič Vladimír, University of Economics, Bratislava
 
 
 

November 30 – December 2, 2000 
The High Tatras, Slovak Republic 

 
Technical Editor: Juraj Pekár, University of Economics, Bratislava
Web Editor: Martin Lukáčik, University of Economics, Bratislava
 
 
 

ISBN 80-887 15-93-8 



CONTENT 
BARTL ONDREJ 
Round Trip Departures to Serve Customers under Risk ........................................................................ 5 

BUZZIGOLI L., FERRARI G. 
Does the SNA93 Subdivision of the Household Final Consumption into Consumption 
Expenditure and Actual Consumption Affect the CPI? The Case for Italy .......................................... 13 

FENDEK MICHAL 
System of Models for Forecasting, Optimisation and Analysis of Public Funds 
Revenues and Expenditures .................................................................................................................. 22 

FERREIRA MANUEL A., M. 
Bounds for the M|M|∞ Queueing System Busy Period Distribution Function .................................... 30 

FERRARI G., MALTAGLIATI M. 
Estimating the Cost of Children for Divorced Parents in Tuscany ................................................................................  40 

FIALA PETR 
Modeling of Supplier-Customer Relations in Supply Chains ........................................................................................  45 

HANČLOVÁ JANA 
A Multivariate Labour Mmarket Model in the Czech Republic ....................................................................................  52 

HILL MANUELA M. 
Factors Related to Competitiveness in the Portuguese Manufacturing Industry ..........................................................  65 

HUSÁR JAROSLAV 
Foreign Trade, Devaluation and Elasticities: a Model Approach ..................................................................................  74 

CHOBOT MICHAL, ŠKROVÁNKOVÁ LEA 
A Comparison of Two Solution Approaches to the Analytic Hierarchy Process ........................................................  81 

IVANIČOVÁ ZLATICA 
Date of Speculative Attack - Crises of Exchange Rates ..................................................................................................  88 

JABLONSKÝ JOSEF, URBAN PAVEL 
MS Excel Based System for Multicriteria Evaluation of Alternatives ..........................................................................  93 

JANÁČEK JAROSLAV 
Forming of Transport-Optimal Region with Uncertain Weights of Regional Centres ............................................. 101 

KAŇKOVÁ VLASTA 
Stochastic Programming Approach to Multiobjective Optimization  
with Random Element Problems ..................................................................................................................................... 108 

MENEZES RUI 
Recurrent Unemployment and Residual Heterogeneity: 
Are unemployment spells independent events? ............................................................................................................. 115 

MLYNAROVIČ VLADIMÍR 
Generalized Efficiency in Portfolio Selection Models .................................................................................................. 129 

PELIKÁN JAN 
Optimization of the System Reliability ........................................................................................................................... 136 

REBO JÚLIUS 
Some Queue Models with Different Service Rates ............................................................................ 144 

RUBLÍKOVÁ EVA 
Intervention Models in Time Series of Unemployment ..................................................................... 151 



SITAŘ MILAN
A Note on Stochastic Dynamic Programming for the Mean Variamce Model .................................. 156

SLADKÝ KAREL, SITAŘ MILAN
Suboptimal and Pareto Optimal Solutions for Variance Penalized Markov Decision Chains ........... 160

STRAKOVÁ DAGMAR
Quantitative Methods in Competition Analysis ................................................................................. 169

HOLČAPEK MICHAL, TURČAN MATĚJ
GFDS Knowledge Base Operations and Their Applications in Economics  ...................................... 176

UNČOVSKÝ LADISLAV
Banks Concentration and Efficiency .................................................................................................. 184

VAŠÍČEK OSVALD, FUKAČ MARTIN
Non-Accelerating Inflation Rate of Unemployment: Estimation for the Czech Republic ................. 190

VOŠVRDA MILOSLAV
An Uncertainty Principle in Economics ............................................................................................. 198



Round Trip Departures to Serve Customers under Risk 

 

Ondrej Bartl 

University of Žilina, Slovakia 

 

1. Operations Management in Services 

Service centres are expected to meet requirements of customers effectively. Operations man-

agement rules should accept the facts that service providing activities are made over time in 

an environment of risk. Thus, service centres belong to stochastic dynamic systems, where 

economic consequences of system operation must be taken into account. Compromises are 

required between serving customers promptly and letting them waiting for service. Set of pre-

scriptions that show dispatchers in a service centre how to control service process over a 

planning horizon is a policy. The policy determines, whether financial outcome of the system 

operation is acceptable or not. If service centre has probabilistic laws of motion governed by 

the Markovian property, then the future depends only on the present situation in the system 

and not on the past history. In such a case the policy for cost effective decision making on 

providing services can be revealed by means of the theory of Markov decision processes. 

 

2. A service centre with round trips to serve customers  

There is a class of service systems, where batch service is practised. Here we deal with a sys-

tem with one service car used for round trips to serve customers. Service centre of the system 

registers requirements of customers for service from an attraction area of the centre. Accord-

ing to the current situation in the system, dispatcher in the service centre decides when to de-

part the car with a serviceman to visit customers and provide them with a service required. 

Customer requirements for service arrive into the service centre as a (stationary) Poisson 

process with rate λ > 0. Due to a limited service capacity, there is a limitation L for the num-

ber of customer requirements that the centre is able to accept. It means that the service re-

quirement of a customer arriving into the service centre in the situation, when the current 

number of registered customer requirements is L, is rejected without any registration. It is 

obvious that the dispatcher in the service centre can decide on the start of a round trip to serve 

customers in some time points only. A return of the service car into the centre upon comple-

tion of a round trip is one occasion to decide. Each arrival of a customer requirement, while 
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the service car is parking in the centre, is another possibility to make the decision. Points of 

time specified above are decision epochs. Time consumption to serve one customer is consid-

ered being a deterministic variable whose value is given by a technical norm. If i > 0 custom-

ers are to be served during a round trip, then the corresponding duration of the trip is t(i) = r +  

si. Time required to reach the area with customers from the service centre and to return back 

is roughly approximated by the constant quantity r. A long term non-stop operation of the 

service system in unchanged financial conditions is assumed. Costs associated with round 

trips and with waiting of customers for service, together with rejection costs, reflect economic 

consequences of the system activity. Decisions on departures of the service car are expected 

to minimize the total outcome of service centre expenses over the planning horizon. The rules 

for decision making can be found on the basis of Markov decision modelling. 

 

3. A semi-Markov decision model for sequential decisions on starting round trips  

The aforementioned system is a queueing system with Poisson arrivals and deterministic ser-

vice times with a batch service pattern, where one server exists and the length of a queue is 

limited to L. Since decisions on service car departures are taken at points in time, when some 

important events occur, the service sys tem considered is a discrete event dynamic system. 

Time intervals between consecutive decision epochs referred to as review intervals or stages 

are random. The decisions are made in an environment of risk, depending on the current sys-

tem situation at decision epochs. The choice of a decision influences future decision making 

situations. Due to the memoryless property of the arrival Poisson process, the impact of the 

system history on future system evolution is realized only through a present system state and 

the subsequent decision on a control action without dependence on previous states and deci-

sions. The controlled evolution of such a dynamic system with the Markovian property over 

an infinite planning horizon may be represented by a semi-Markov decision process. Building 

the corresponding decision model enables us to determine an optimal policy for taking control 

actions by means of the theory of Markov decision processes. A semi-Markov decision model 

is built up, when the state and action variables are defined, the state and action spaces are 

specified, the transition probabilities, the cost functions and the stage length functions are 

determined and the criterion of interest is formulated. 

The time set of the system is T = [0, ∞). The set of stages is S = {0,1,...}, where the starting 

stage is numbered by the numeral 0. Let, for n ∈ S, Tn denote the time, at which the nth deci-
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sion epoch occurs, with convention that T0 ≡ 0. Quantities Tn, n ∈ S, are random variables. 

The corresponding set of decision epochs is TS = {T0, T1, ...}, where Tn ∈ T = [0, ∞), n ∈ S. 

The situation in the system at the nth decision epoch Tn is the state of the system at time Tn. 

It is denoted by the random variable Xn ≡ Xn(Tn). The state Xn represents the number of regis-

tered customer requirements for service at time Tn before making a decision on the control 

action. The set of possible values of states is the state space X = {0,1,...,L}. The action an ≡ 

an(Tn) chosen by a decision taken at decision epoch Tn is a technological operation that has to 

be realized during the stage n ∈ S between decision epochs Tn and Tn+1. The (control) action 

an is the mode to be applied for the service car in the centre from time Tn onward. In general, 

two modes are possible: to depart and ride (the action an = 1) or to wait and be idle (the action 

an = 0). If the former mode is chosen, the car with a serviceman will start a round trip to serve 

all the customers, whose requirements have been accepted, being included in the current reg-

istration list at the epoch Tn. Then the centre clears the list of entries. If the latter alternative is 

employed, the car will prolong its idle regime period, waiting in the centre for the next cus-

tomer requirement arrival. The set of feasible actions in state i ∈ X is A(i), where 

 ( ) { } { }








=
−∈

=

=
Li

Li

i

i
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1,...,2,1for1,0

0for0

A  (1) 

The action space A of the system is the union of all A(i), i ∈ X. Hence, A = {0,1}. 

The length of the review interval between decision epochs Tn and Tn+1 is represented by a 

non-negative random variable τn ≡ τn(Xn,an). That is, τn denotes the duration of the nth stage, 

n ∈ S. Let V be a random variable with the exponential probability distribution function G(t) 

= 1 − e−λt, t ≥ 0 and the probability density function g(t) = λe−λt, t ≥ 0. Then, 

 ( ) ( ) ( ) .,1, S∈−+=≡ nVaXtaaX nnnnnnn ττ  (2) 

Recall, that t(Xn) = r +  sXn is the time consumption for a round trip to serve Xn customers and 

an ∈ A(Xn) ⊂ A = {0,1} is the control action employed in the state Xn at the decision epoch Tn. 

The quantity V represents either an interoccurrence time between successive customer re-

quirement arrivals or the time between a return of the service car to the centre and the next 

coming customer requirement. The same probability distribution function G(t) is valid for 

both cases, which is justified by the memoryless property of the exponential distribution of 

interarrival times: P{V > t+z | V > t} = P{V > z} for all t ≥ 0, z ≥ 0. 
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Let Z(u) be the number of customer requirements that arrive into the service centre during 

a time interval with the length of u time units, u ≥ 0. The behaviour of the service system over 

time is then represented by the following transition equation: 

 ( )( ) ( ){ } .,,)(min111 S∈++−=+ nLXtZaXaX nnnnn  (3) 

Letting ( )nnnn aXZZ ,≡  denote the number of customer requirement arrivals within the 

review interval τn, we find that ( ) ( ) ( ) S∈−+= naXtZaaXZ nnnnnn ,1)(, . Note, that if at a 

decision epoch a 0-action not to depart the service car is taken, then the service centre waits 

for the next customer requirement arrival, when a new decision on the car departure is made. 

This results in the arrival of just one customer requirement during such a review interval, the 

length of which is exponentially distributed with the mean value of 1/λ time units. The prob-

ability mass function for random variables Zn, n ∈ S, is stated as follows: 
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Probabilistic laws of system motion are expressed by stationary transition probabilities: 
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Expected duration of review intervals between consecutive decision epochs is given by sta-

tionary stage length functions:  
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We can specify, that 
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Let the random variable Cn ≡ cn(Xn,an) represent the cost associated with the system opera-

tion in the nth stage, which is incurred during the review interval τn. Stationary cost functions 

described hereinafter express economic consequences of the service system activity: 
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The cost function c(i,a) consists of a service cost function S(i,a), a waiting cost function 

W(i,a) and a rejection cost function R(i,a). 

The service cost function S(i,a) represents an expected cost associated with a round trip to 

serve customers: 

( ) ( )[ ] ( )[ ] ( ) ( ) .,,,,, SAX ∈∈∈+=+===+= niaimifamifaEaaiXmXfaEaiS nnnn  (9) 

The cost coefficient m is a cost incurred to serve a customer and the constant f is a fixed cost 

spent by a round trip. 

The waiting cost function W(i,a) reflects (expected) expenses accompanying situations 

when customers are to wait for service. Let x(t) be the number of customer requirements reg-

istered in the service centre at time t after the current decision epoch Tn, when t = 0 and x(0) =  

(1 − an)Xn. Thus, x(0) = 0 if the action taken in time Tn is an = 1. Considering w to express the 

cost incurred per customer waiting for service per unit time, we can state: 
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Then for i ∈ X − {L}: 
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To derive W(i,1) for i ∈ X − {0}, we introduce non-negative random variables Yk, k = 1, 2, ... . 

The quantity Yk represents the point in time (measured since the current decision epoch), 

when the kth customer requirement after the current decision choice arrives into the service 

centre. This random variable has the Erlang-k distribution with the probability distribution 

function Gk(t) and the probability density function gk(t): 
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Take I(y,t) = 1 if y ≤ t and I(y,t) = 0 if y > t. Let 
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be an indicator random variable revealing, whether the time point Yk of the kth customer re-

quirement arrival after the service car departure has occurred before the time t(i), when a 

round trip to serve i customers is completed. Recall that x(t) ≤ L for t ≥ 0. Then we can write: 

( ) ( )
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The rejection cost function R(i,a) presents (expected) expenses associated with nonaccep-

tance of customer requirements. Denoting by b a penalty cost incurred per customer require-

ment rejected due to the registration limit overrun, we state: 

 ( ) ( ){ }[ ] ( ) .,,,,0,,max, SAX ∈∈∈==−= niaiaaiXLaXZbaEaiR nnnnnn  (15) 

We see that R(i,0) = 0 for i ∈ X − {L}. If a 1-action to depart the service car is chosen, then: 
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The controlled stochastic process ( ){ }0, ≥ttX , where ( )tX  is the state of the system at 

time t, characterized by transition probabilities (5), stage length functions (6), and cost func-

tions (8), is a semi-Markov decision process satisfying the Markovian property: 
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The process { }S∈nX n ,  is the embedded Markov decision process corresponding to the sys-

tem evolution described at decision epochs only. 
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A prescription for selecting actions in all states of the system at some decision epoch is the 

control rule. Let dn denote a control rule for taking actions in stage n ∈ S at decision epoch Tn 

∈ T. The sequence { } S∈= nndδ  constitutes a (control) policy. The policy is a contingency plan 

prescribing control actions to be employed in the system states at any decision epoch over the 

planning horizon. Due to the Markovian property (17) and stationary nature of the system 

behaviour, a stationary Markov control policy 

 { } [ ) { } ,:where,,...1,0and,0 allfor with AXSTS →=∈∞=∈== ∈ dnTddd nnnnδ  (18) 

can be applied for sequential decision making on round trip departures to serve customers. 

The symbol d is often used to denote such a policy instead of δ. 

The criterion of interest reflecting economic consequences of the policy application is 

stated in the form of conditional expectation: 
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where C(t) is the total cost incurred up to time t ≥ 0. The quantity Ad(i) represents the long-run 

expected average cost per unit time given that the initial state is i and the stationary Markov 

policy d is applied. Using an alternative criterion formulation and noting that Cn ≡ cn(Xn,an), 

τn ≡ τn(Xn,an), an = d(Xn) and ( ) ( ) { }∑ −
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A stationary Markov policy d* is said to be optimal, if 

 ( ) ( ) .allfor min
*

X∈= iiAiA d

d

d  (21) 

The optimal policy d* can be revealed by means of computational methods [1], [2] for semi-

Markov decision process optimization. 
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Does the SNA93 Subdivision of the Household Final Consumption into Consumption 

Expenditure and Actual Consumption Affect the CPI? The Case for Italy∗  

 

Buzzigoli L., Ferrari G. 

Dipartimento di Statistica "G. Parenti", Università di Firenze 

 

1 Introduction 

 

The Consumer Price Index (CPI) is one of the most relevant tools for macro and micro economic 

analysis policy and decision. In macro economic analysis, its use as a measure of inflation is commonly 

accepted. Likewise, its relevance as one of the National Accounts (NA) deflators is widely recognised: on 

the one hand, policy makers greatly benefit from the information on inflation springing from the CPI fig-

ures when taking their decision; on the other hand, national accountants have at their disposal a powerful 

indicator inside the whole battery of deflators for the construction of constant price accounts. In micro 

economic ground, again the CPI plays a crucial role in inflation measurement, as it provides businessmen, 

enterprises, households, with a basic information for individual analysis and decisions. 

Despite the many theoretical discussions, methodological controversies and analytic problems re-

lated to these uses and the consequent cautions one has to keep in mind when dealing with the above 

matter and when handling the CPI, there is no question about the substance of what outlined above: the 

central role held by the CPI in the whole system of Statistics for Economics. 

In Italy, the National Statistics Institute (ISTAT) elaborates three CPIs, the so-called "System of 

consumption price indexes" (ISTAT, 1999): 

(a) the "Indice nazionale dei prezzi al consumo per l'intera collettività" (NIC), which refers to 

generality of consumption of domestic household; 

(b) the "Indice dei prezzi al consumo per le famiglie di operai ed impiegati non agricoli" (FOI), 

which refers to consumption of households whose head is a dependent non farmhand; 

(c) the "Indice armonizzato dei prezzi al consumo per i paesi dell'Unione europea" (IPCA), 

which refers to the generality of domestic households, but restricts its field of observation to 

consumption of goods and services whose prices are comparable in the different countries of 

the UE; it covers about 94% of the NIC. 

                                                                 
∗  This paper has benefited from a 40% MURST financial support. 
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All the above indexes are fixed base Laspeyres type indexes. The price relatives are ratios of 

monthly prices to base year average prices. The data on weights are represented by the consumption fig-

ures elaborated by the NA Division (NAD) of ISTAT and based on Family Budget Survey (FBS) data 

and on NA information. They are purposively modified and made more detailed by the Price Indexes 

Division (PID) on the basis of "external" information (Mostacci, 1999a). These weights do not take into 

account at all or, in some cases, in a very limited way, the distinction between actual consumption and 

consumption expenditure, now stated both by the SNA93 and the ESA95. This causes a likely signifi-

cant bias in the estimates of the indexes at any aggregation level that cannot be disregarded, at least in its 

methodological aspects. 

Yet that said, the aim of this paper is to check how big such a bias may be. This will be done by 

beginning with the analysis of the existing methodology and by introducing the modifications that allow 

to estimate the above bias. To this purpose, in paragraph 2 the state of the art of the indexes calculation 

will be analysed, whereas in paragraph 3 the suggested modifications will be discussed and the related 

indexes calculated. In paragraph 4 some summarising conclusions will be drawn. 

 

2 The structure of the CPIs 

 

In what follows, we will refer to the NIC. Things for the other two indexes being quite similar, ex-

cept some details, not much important in themselves and however not influential for understanding of 

the whole methodological framework, the extension of any considerations to them is straightforward. 

 

2.1 The methodology of construction 

All the (a) - (c) above mentioned CPIs, are year 0 (now 1995=100) fixed base monthly Laspeyres 

type indexes, that is, of the form: Ttsw
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The organisation of calculations, from products to national levels, is summarised in Tab. 1. 

Starting from January 1999, a chain NIC, as well as a chain FOI, is being calculated by ISTAT, 

based on December of the previous year (therefore, now, December 1999), the so-called "calculation 

base", with 1995 as "reference base" (ISTAT, 1999; Ferrari, 1999). For timeliness reasons in data avail-

ability and of robustness in calculations, PID uses the weights of two years before. That is, now 1998, 
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whereas the denominators of the price relatives are the prices of December of the previous year, that is, 

now December 1999. 

Table 1 – Aggregation steps for national NIC calculation. 
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This circumstance does not allow to take into account the modifications in consumption occurred 

during the last 12 months, from year t-2 to year t-1. Such a problem does not prevent to calculate the 

NIC, since the error is likely non significant, as one can reasonably assume that the consumption pattern 

has remained unchanged after one year. However, in order to partly correct this bias, PID makes resort to 

a price updating procedure consisting of inflating the quantities at year t-2, by evaluating them at the 

prices of December of year t-1. (Mostacci, 1999b)1. 

For 1999, the data on weights were represented by the 1997 provisional ones updated to 1998 by 

means of any other available sources. Thus, for the above indexes, at 1998, the weights were basically 

the structure: 

∑
=

=
k

h
hh

hh
h

qp

qp
w

1
97,97,

97,97,
97, , price updated to get:

∑
=

=
k

h
hh

hh
h

qp

qp
w

1
97,98,12,

97,98,12,
98,12,' . The price relatives at 

                                                                 
1 A further drawback arises as the weights are referred to a whole year, whereas the price base is a monthly one, i. e., December: 
therefore, at least in principle, the weights too should be those of December. Here, even more, for the reasons we have just men-
tioned, this inconvenience is more apparent than real. This applies also for fixed base NIC. This means that in 1996 the weights 
were given by the consumption expenditure pattern of 1994, price updated to 1995. But, as soon as the necessary NA and FBS 
information were available, that is, one year later, in 1997, the weights became those of 1995, the same as for the price relatives. 
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1999 were:
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2.2 The price survey 

For price relatives calculation, the basket is composed by 558 products, even though roughly 930 

products are priced, because of the complex nature of some of them, based on approximately 300,000 

monthly quotations collected at municipal level, through a monthly survey conducted by the city statisti-

cal offices in no-sampling methods selected outlets. However, all kinds of outlets are included: big and 

small shops, markets, boutiques, supermarkets, hypermarkets, department stores, groceries, delicates-

sens, etc2. 

For the various levels of aggregation, that is, for 105 items, 38 groups and 12 categories of goods 

and services of the COICOP95 Rev.1 classification, the Laspeyres formula is used. 

The price collection and the subsequent averaging procedure at the basic headings level do not 

present particular difficulties, except the customary ones of survey and synthesis, the latter being done 

now by means of a geometric mean of the price relatives of the quotations of each product. However, the 

problems that may arise in this context are no concern of this analysis. 

 

2.3 The weighting structure 

The weights are basically represented by NA data on annual final consumption expenditure of 

resident households supplied to the PID by the NAD. The first step performed by the PID is to manipu-

late them in order to conciliate the classifications adopted by NA, NIC and the Household Budget Sur-

vey (HBS), which represents one of the sources, accounting to 25% out of total, used by the NID to es-

timate the household annual final consumption expenditure, and to fit the coverage of NIC. Subse-

quently, for every item, the household expenditure relative to year t-2 is price updated, either to year t-1: 
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The data supplied by the NAD only contains in a very limited way, 0.2% out of total expenditure, 

the transfers in kind from government to households, that is, all the expenses incurred by it for education, 

                                                                 
2 As a result, the coverage of the indexes does not include any rural areas and therefore they should more properly be viewed as 
urban indexes rather than as indexes covering the whole country. 
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health, social security and welfare, sport and recreation, culture. This means that the actual consumption 

of households for the corresponding goods and services is higher than the incurred expenditure and that, 

as a consequence, the weights of the related price items are underestimated. This causes a likely bias in 

NIC that should be estimated. 

Before the adoption of the System of National Accounts 1993 (SNA93) and of the European Sys-

tem of Accounts 1995 (ESA95), the problem was, of course, present, but there were no standard indica-

tions on how to overcome it3. Now, the SNA93 and the ESA95 came into force. They have formally in-

troduced and ruled the subdivision of final consumption into consumption expenditure and actual con-

sumption. Consequently, the weights of the above goods and services can be accordingly revised. 

The SNA93 and the ESA95 operate a subdivision within the household consumption concept, ex-

plicitly defining the household expenditure and the actual consumption and clearly state the distinctions 

between the two aggregates. Two concepts of final consumption are identified: 

(a) final consumption expenditure, that refers to a sector's expenditure; 

(b) actual final consumption, that refers to sector's acquisition of consumption goods and services. 

The differences between these two concepts lies in the treatment of certain goods and services fi-

nanced by the government or NPISHs but supplied to households as social transfers in kind. More pre-

cisely, final consumption expenditure consists of expenditure incurred by resident institutional units on 

goods or services that are used for the direct satisfaction of individual needs or wants or the collective 

needs of members of the community. Actual final consumption consists of the goods or services that are 

acquired by resident institutional units for the direct satisfaction of human needs, whether (i) individual 

or (ii) collective: 

(i) goods and services for individual consumption ("individual goods and services") are acquired 

by a household and used to satisfy the needs and wants of members of that household; 

(ii) services for collective consumption ("collective services") are provided simultaneously to all 

members of the community or all members of a particular section of the community, such as 

all households living in a particular region. 

All household final consumption expenditure is individual. By convention, all goods and services 

provided by NPISHs are treated as individual. This means that both household final consumption ex-

penditure and goods and services provided by NPISHs are considered by SNA93 and ESA95 as actual 

consumption. As for the goods and services provided by government units, the borderline between indi-

                                                                 
3 In fact, both SNA68 and ESA70 did not mention the question, at least in the direction of trying to formally provide users with 
some indications on how to behave. 
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vidual and collective goods and services is drawn on the basis of the Classification of the Functions of 

Government (COFOG). 

By convention, all government final consumption expenditures under each of the following head-

ings should be treated as expenditures on individual consumption services – and therefore actual consump-

tion - except for expenditure on general administration, regulation, research, etc. in each category: 

04 Education; 05 Health; 06 Social Security and Welfare; 08.01 Sport and Recreation; 08.02 Culture. 

In addition, expenditures under the following sub-headings should also be treated as individual 

when they are important: 

07.11 (part of) the provision of housing; 07.31 (part of) the collection of household refuse; 12.12  

(part of) the operation of transport system. 

The collective consumption expenditure is the remainder of the government final consumption 

expenditure. 

 

3 The suggested NIC's modifications 

 

To estimate the bias in monthly NICs due to weights underestimation and to calculate the revised 

indexes, our reasoning has been as follows. 

The first step being to impute the government final consumption expenditure that should be con-

sidered as individual consumption services to the concerned items, an analysis of the list of the 558 prod-

ucts of the basket showed that five of them would include some share of the above final consumption ex-

penditure, i. e. (quoting, respectively, ISTAT code and COICOP95 Rev. 1 classification code): 313, 5950 

Medicinal; 347, 111 Clinics; 480, 8010 Secondary school; 481, 8020 University; 546, 7610 Nurseries. 

As far as the first item is concerned, the PID already adds the related government consumption 

expenditure (the social transfers in kind, as above said accounting for 0.2%), as a part of the category of 

"Social contribution in kind", supplied by the NAD, to the consumption expenditure, in order to get the 

actual final consumption. As for the remaining four items, things are more complicated, since the NAD 

provides the necessary information to convert the consumption expenditure into actual consumption – 

again through the imputation of shares of the above aggregate - only for the part of the expenditure in-

curred by the private bodies. As far as the expenditure incurred by the public bodies is concerned, by far 

more relevant than the previous one, no information is available to the PID. As a result, the weights of 

the above four items are underestimated and must be revised upwards. This has been done by making 

resort to the "Actual collective consumption" estimated by the NAD and accounting for 148,273 billions 
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lira in 1998 (Collesi-Di Leo, 2000). No indications are available by the NAD that might allow to try to 

consistently impute the shares of it to the concerned items. Therefore, this amount has been imputed to the 

four items, by subdividing it among them according to assumptions based upon the general information 

about the actual amount of the government expenditure within the total expenditure of each of them one 

might have. Three sets of hypotheses of subdivision have been outlined, as shown in Tab.2. 

The first hypothesis makes it operative a simple and quite rough statement: that the government 

social contributions to households are spread "quasi-uniformly" over the different social situations, basi-

cally represented by education and health/social activity. In other words, it postulates a sort of "neutral" 

policy of government. 
Table 2 – Hypotheses of subdivision of the "Actual collective consumption" among the 4 items. 

 347, 111  Clinics 480, 8010  Secon- 481, 8020 University 546, 7610  Nurs- Total 
 % Amount % Amount % Amount % Amount % Amount 

Hypothe- 20 29,655 25 37,068 30 44,882 25 37,068 100 148,273 
Hypothe- 10 14,827 40 59,309 40 59,309 10 14,828 100 148,273 
Hypothe- 20 29,665 35 51,896 30 44,882 15 22,240 100 148,273 

 

The second hypothesis is much more "Education" oriented, as it assumes that the most relevant 

share of the social contributions is allocated to this sector: in fact, 80% of them is equally (40% and 40%) 

attributed to Secondary school and University, whereas the remaining 20% is equally (10% and 10%) 

attributed to health/social activity. Finally, the third hypothesis is a refinement of the first one, giving 

more emphasis to the Secondary school (35%), to the prejudice of Nurseries (15%). 

Needless to say, although appearing the most reasonable and, in a sense, paradigmatic ones, the 

above mentioned are not exhaustive but only a part of the many hypotheses one can propose. 

These amounts have been added to the weights used by the PID (respectively, 15,663; 821; 3,681; 

5,868) to obtain the revised weights. Then, the entire set of relative weights has been re-calculated, for 

each of the above hypotheses. Finally, the 1999 monthly NICs have been calculated, both in chained 

case, base December 1998 and in 1995 fixed base case. The results of these revisions are shown in Tab. 

3 , together with the ISTAT estimates. 
Tab. 3 – 1999 ISTAT and our own estimates of monthly NICs, both in calculation and reference base. 

 January Febru- Marc April Ma Jun July Au- Sep- Octo- No- Decem- Aver-
Calculation base, December 1998=100 

ISTAT 100,1 100,3 100,5 100,7 10 100 101,2 101,3 101,5 101,8 102,0 102,1 101,1 
Revised 100,1 100,3 100,5 100,7 10 100 101,2 101,2 101,5 101,8 102,0 102,2 101,1 
Revised 100,1 100,3 100,5 100,8 10 101 101,5 101,6 102,0 102,4 102,6 102,7 101,4 
Revised 100,1 100,3 100,5 100,8 10 101 101,5 101,6 102,0 102,4 102,6 102,7 101,4 

Reference base, 1995=100 
ISTAT* 109,4 109,6 109,8 110,1 11 110 110,5 110,6 110,8 111,1 111,3 111,5 110,4 
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Revised 110,8 111,0 111,2 111,5 11 111 111,9 112,0 112,3 112,6 112,9 113,1 112,3 
Revised 111,3 111,5 111,7 112,0 11 112 112,4 112,5 112,9 113,2 113,4 113,6 112,4 
Revised 111,1 111,3 111,5 111,8 11 112 112,2 112,3 112,7 113,0 113,3 113,5 112,2 

*These figures, calculated by us, are uniformly slightly higher (0.5-0.6 points) than those published by 

ISTAT, due to some missing price relatives and weights. 

 

Let's first look at the calculation base indexes. The monthly NICs estimated under hypothesis 1 

are uniformly equal to those calculated by ISTAT, except the August figures (the revised one being 0.1 

percentage point smaller than the ISTAT one) and the December figures, with the revised estimation be-

ing 0.1 percentage point bigger than the ISTAT one. Revision 2 gives much different results: until 

March, the two sets of NICs are the same; from April to June, the revised NICs are 0.1 percentage points 

higher than the ISTAT ones. This difference, raises to 0.3 - 0.6 percentage points, quite progressively, 

from July to December. Exactly the same results as those of Revision 2 are provided by Revision 3. 

As for the reference base NIC, the differences are much more evident. Revision 1 estimates are 

sensibly higher than ISTAT ones (1.4 to 1.6 percentage points). Revision 2 estimates emphasise this ten-

dency, showing 1.9 to 2.1 percentage points higher figures. Unlike calculation base case, Revision 3 

gives different, even though only slightly, results than those provided by Revision 2, as they exhibit 1.7 

to 2.0 percentage points higher figures. 

 

4 Conclusions 

 

In the paper, we have analysed the state of art of calculation of the set of price indexes as carried 

out in Italy by ISTAT. Our initial assumption was that, due to the underestimation of the weights of the 

items whose expenditure is shared by government trough social contributions, the CPI might suffer from 

a bias and be either underestimated or overestimated, according to the relationship between price rela-

tives and revised weights. Because of lack of information, and having at our disposal the total amount of 

the government actual collective consumption and all the data supplied by the NAD to the PID only, we 

have checked three alternative hypotheses of distribution of this aggregate over the four items whose 

household expenditure is supported by government under the form of social contributions in kind. We 

have shown that the monthly NICs, and therefore, the other two indexes, FOI and IPCA - the three CPIs 

elaborated by ISTAT - are actually biased downwards, both in calculation and in reference base. Some 

hypotheses have evidenced a bigger bias, some a lower one: but all of them have shown that the revised 

monthly NICs are higher or at least equal to those calculated by ISTAST without taking into account the 
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government actual collective consumption. This is true both for the calculation base NICs and, even 

more notably, for the reference base NICs, where the differences between the revised figures and the of-

ficial ones are very high, likely because of some accumulation effect. 

To conclude, based upon the analysis performed in this paper, there is empirical evidence that the 

official CPIs are biased and that the size of the bias, and also its direction, depend upon the share of the 

amount of government final consumption expenditures that can be treated as actual consumption and 

upon its relevance inside the related goods and services. Of course, this is only a first and quite rough at-

tempt to estimate the bias size. Further and more accurate analyses, based on more detailed official data 

are needed to get definitive and reliable results. 
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 System of models for forecasting, optimisation and analysis of public 

funds revenues and expenditures 

 

Michal Fendek 
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In the paper we analyse the up to the present development of revenues and 

expenditures of the individual types of public funds in the Slovak Republic during 1995-1999,  

then we identify and quantify its dependency on the macroeconomic indicators and on that 

base   we forecast the development of public funds  revenues and expenditures over the years 

2000-2004. The stress is laid upon the methodological questions of  described analyses and 

forecasts realisation. 

 

1. Introduction 

 

The Slovak economy development has run over the past few years in a quite complicated way 

and we cannot be satisfied with achieved results, occasionally. The Slovak government, 

experts on macroeconomic policy issues and also general public have been pushing forward 

the acceptance of such system measurements that will direct Slovak economy on the way of a 

long-run positive development.  

 

In this connection we expect the improvement of control and management in public 

finance  together with an increase of public finance tools effectiveness, because the 

development in this area of public finance has been one of  the major sources of 

macroeconomic imbalance in the Slovak economy over the past years. 

 

2. Models of public funds revenues and expenditures 

 

System of models for forecasting, optimisation  and analysis of public funds revenues and  

expenditures creates open three- level hierarchical structure of MS Excel models. It is a result 

of a nearly two-year  co-operation of experts from Department of Operational Research and 
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Econometrics and Ministry  of Finance and accounts for a modelling supporting apparatus 

assigned for a quantitative analysis of public funds management efficiency. 

 

The first model designed for decision-making support in public funds revenues and 

expenditures analysis  was developed at the Department of Operational Research and 

Econometrics in the year 1998. This early version of the model has constructed only short-run 

forecasts without any possibility to optimise the effects of  used macroeconomic policy tools. 

The model has been later re-done as well as amended and its la test version “2000”  comprises 

the following extensions and improvements: 

a) the model enables to find optimal values of macroeconomic indicators on the basis of  

pre-defined goals for selected endogenous variables 

b) a new sub-model for forecasting, analysis and optimisation of public funds expenditures, 

that analyses the structure of  Pensions Security Fund expenditures, has been developed 

c) the model extends the horizon of prognosis till the year 2004, i.e. the model performs a 

medium-term forecast of public funds revenues and expenditures 

 

3. Forecasting, optimisation and analysis of public funds revenues 

 

The base, or let us say, a starting point  for public funds revenues and expenditures modelling 

is a forecast of  elementary macroeconomic indicators and their subsequent optimisation 

accepting defined macroeconomic policy goals. 

 

The historical development along with the prognosis of the Slovak Republic 

macroeconomic indicators are quoted in the model named Macroeconomic indicators that 

contains the following information: 

 the historical development of indicators during the years 1993-1999 

 the forecast of annual indicators for the years 2000-2004 that has been worked out on the 

basis of the forecast for quarterly periods 

 the forecast of quarterly values of indicators for the years 2000-2004 that is a result of the 

prognostic application of the Slovak economy econometric model, resp. is an optimal 

solution of object programming task  for given target values of selected macroeconomic 

indicators  
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The model approaches the following macroeconomic indicators: 

HDP-P – gross domestic product (aggregate supply) forecasted through the use of production 

function 

HDP – calculated as a sum of  SS, VS, THK and SZO in billion SKK 

SS – private consumption (consumption of househo lds) in billion SKK 

VS  – public consumption (consumption of government) in billion SKK 

THK – gross capital formation in billion SKK 

VTS – exports of goods and services in billion SKK 

DTS  - imports of goods and services in billion SKK 

SZO – foreign trade balance in billion SKK 

PUMTV - average interest rate of time deposits, in % 

PUMUSS - average interest rate of credits in private sector, in % 

USDSK - USD/SKK exchange rate 

DPR - import surcharge, in % 

M1 - money supply M1, in billion SKK 

ISC95 - consumer price index 

CPO - overall incomes of households, in billion SKK 

DIPO - disposable incomes of households, in billion SKK 

D - total tax incomes, in billion SKK 

ZAM - level of employment, in million of employees 

NEZAM - number of unemployed, in million 

EAOB - economic activity of the population, in million 

OBYVAT - population, in million 

W - average gross monthly wage, in SKK 

TRW - rate of average gross monthly wage growth  

PP - productivity of labour, in SKK 

TRPP - growth rate of productivity  of labour 

MN - unemployment rate, in % 

MINF - inflation rate measured by consumer prices index, in % 

TRHDP - growth rate of GDP in fixed prices of the year 1995  
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The results of performed macroeconomic forecasting are shown in the Table 1. The 

modelling of revenues and a number of payers to public funds is ensured by the model 

FONDYPRJ that creates the forecasts of indicators of this particular part of public funds with 

a support of econometric models, that come out from the optimised values of macroeconomic 

indicators. At the same time they allow – by means of scenarios, whose parameters are set by 

users themselves - to create the alternative forecasts of indicators and accomplish a 

comparison analysis. 

Submodels of system: 

- Health insurance – ZP 

- Social insurance – sickness – NP 

- Social insurance –pension – DZ 

- Unemployment insurance - FZ 

 - Public funds – revenues  

Tab. 1 
A.  Development of basic macroeconomic indicators      

      Annual forecast 
Indicators 1995 1996 1997 1998 1999 2000 2001 2002 2003 2004

PROGNOSIS         

HDP - P      908.19 955.61 1000.82 1044.47 1088.12

HDP 515.10 575.70 653.90 717.40 779.30 885.91 957.83 1046.80 1155.86 1288.23

SS 252.60 286.10 322.30 360.10 395.40 428.54 457.25 495.11 540.80 595.51

VS 104.00 129.70 143.50 151.80 156.70 176.85 154.56 173.77 184.82 207.45

THK 150.60 212.70 252.70 292.40 257.30 300.71 356.19 412.85 465.85 518.79

VTS 325.80 334.00 368.80 456.80 504.90 562.77 613.44 632.84 680.31 734.75

DTS 316.40 403.20 415.50 536.90 544.40 582.97 623.62 667.77 715.91 768.27

SZO 9.40 -69.20 -46.70 -80.10 -39.50 -20.20 -10.18 -34.93 -35.60 -33.52

         

PSR 163.14 166.33 180.83 177.83 171.11 184.61 196.00 212.27 228.59 248.52

VYSR 171.44 191.89 217.83 197.03 191.43 212.45 206.21 221.48 243.95 269.42

PUMTV 12.22 9.10 10.52 12.97 13.23 12.20 11.25 10.94 10.66 10.38

PUMUSS 16.22 14.42 15.56 17.78 17.92 18.15 17.40 17.32 17.74 18.08

USDSK 29.73 30.65 33.76 35.23 41.64 42.25 41.40 41.00 40.50 40.00

DPR 10.00 8.75 3.50 2.75 3.50 4.00 3.00 0.00 0.00 0.00

M1 128.73 154.65 158.75 150.20 162.84 184.67 197.80 211.79 226.57 244.60

ISC95 1.00 1.06 1.12 1.20 1.37 1.50 1.61 1.72 1.82 1.92

CPO 402.68 466.98 528.34 619.65 715.56 845.45 916.40 1020.13 1140.16 1289.46

DIPO 345.25 403.40 468.11 520.81 641.49 747.96 809.01 901.56 1001.56 1125.41

OW3 43.57 49.77 56.14 60.99 64.75 72.87 79.02 86.59 95.91 107.24

D 145.06 151.40 157.27 165.65 170.60 202.67 217.99 237.29 263.50 296.82

        

ZAM 2.02 2.04 2.03 2.03 2.01 2.04 2.07 2.11 2.15 2.20

NEZAM 0.35 0.32 0.34 0.38 0.44 0.43 0.40 0.39 0.37 0.34
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EAOB 2.37 2.36 2.37 2.41 2.45 2.47 2.47 2.49 2.51 2.53

OBYVAT 5.37 5.39 5.42 5.44 5.45 5.45 5.48 5.50 5.52 5.54

        

W 7190.50 8147.25 9222.25 10003.75 10733.25 11895.54 12690.26 13704.50 14887.18 16266.14

TRW 1.143 1.133 1.132 1.085 1.073 1.290 1.269 1.277 1.251 1.282

PP 255018.94 282701.30 322253.1 353029.46 387531.47 434298.63 462353.01 497158.35 538306.74 586390.11

TRPP 1.14 1.11 1.14 1.10 1.10 1.35 1.31 1.28 1.24 1.27

MN 14.76% 13.74% 14.23% 15.85% 18.07% 17.43% 16.25% 15.57% 14.57% 13.25%

MINF 9.89% 5.78% 6.13% 6.72% 13.99% 9.57% 7.72% 6.94% 5.66% 5.64%

TRHDP 6.22% 5.66% 7.03% 2.81% -4.70% 3.75% 0.37% 2.20% 4.51% 5.51%

 
The results of public funds revenues forecasting are shown in Table 2 and their illustration is 

in Fig. 1. 

Fig.. 1 

 
Tab. 2 
E.  Development of public funds revenuues – totally       

      Annual Forecast 
Indicators 1995 1996 1997 1998 1999 2000 2001 2002 2003 2004
PROGNOSIS         
Public funds 
revenues 

      

Reven. – ZP 26031.44 34436.16 38322.92 39715.34 41690.32 46179.51 48422.97 51361.90 55100.02 59690.51
ZP/HDP 5.05% 5.98% 5.86% 5.54% 5.35% 5.21% 5.06% 4.91% 4.77% 4.63%
Reven. – NP 7693.10 7362.71 9575.58 9816.75 10128.24 10797.42 11119.50 11690.69 12327.04 13132.44
NP/HDP 1.49% 1.28% 1.46% 1.37% 1.30% 1.22% 1.16% 1.12% 1.07% 1.02%
Reven. – DZ 44242.51 50879.08 51510.57 56302.15 58352.57 58930.49 60712.92 65864.53 71830.61 79216.01
DZ/HDP 8.59% 8.84% 7.88% 7.85% 7.49% 6.65% 6.34% 6.29% 6.21% 6.15%
Reven. – FZ 7095.91 7184.96 7509.99 7645.32 8251.02 8840.10 9347.25 9982.79 10766.02 11718.44
FZ/HDP 1.38% 1.25% 1.15% 1.07% 1.06% 1.00% 0.98% 0.95% 0.93% 0.91%
Reven. 85062.95 99862.91 106919.0 113479.5 118422.1 124747.5 129602.6 138899.9 150023.6 163757.4
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Reven./HDP 16.51% 17.35% 16.35% 15.82% 15.20% 14.08% 13.53% 13.27% 12.98% 12.71%
Collection to public funds      
Collec. – ZP 18726.89 23778.37 27584.52 28754.36 30081.52 34170.84 35660.26 37969.12 40886.63 44467.30
Collec. – NP 7587.70 7196.26 9367.44 9500.21 9737.61 10343.62 10572.50 11016.86 11560.99 12247.30
Collec. – DZ 39088.11 46853.17 50261.72 54391.95 56167.62 56405.81 57711.99 62396.83 67926.46 74754.47
Collec. – FZ 7095.91 7184.96 7509.99 7645.32 8251.02 8840.10 9347.25 9982.79 10766.02 11718.44
Collec.  72498.60 85012.75 94723.67 100291.8 104237.7 109760.3 113292.0 121365.6 131140.0 143187.5

 
 

3. Forecasting, optimisation and analysis of public funds expenditures 

 

The modelling of public funds expenditures and a number of insurers is realised by the model 

FONDYVYDS that develops  the forecasts of indicators describing this part of public funds 

with the use of econometric models resulting from the optimised macroeconomic indicators 

values. The constructed models enable – through scenarios whose parameters are set by the  

user himself – to create the alternative  forecasts of indicators and perform various 

comparison analysis. This model consists of the following submodels as follow: 

- Funds 

- Pensions 

- Pensions – Scenario 

The achieved results of public funds expenditures prediction in the breakdown according to 

the individual types of public funds are shown in Table 3 and Fig. 2. 

Tab. 3 
B.  Development of public funds expenditures    
      Annual Forecast 

Indicator 1996 1997 1998 1999 2000 2001 2002 2003 2004 

Expenditures 96322949 104040463 114934239 122211358 136455046 150810211 160236802 170687195 182275418 
VYDZ 47390593 52494639 58469694 64150874 71599903 80290449 84261713 88032427 91460326 
VYZP 34138964 36429758 39723678 40797913 45577415 48878588 52849905 57720078 63612685 
VYNP 7381026 8115437 8973745 9496270 11458139 12653170 13676510 14727995 16005926 
VYFZ 7412366 7000629 7767122 7766301 7819590 8988004 9448674 10206695 11196480 

Structure of public funds expenditures (share of total expenditures)    
VYDZ/VY 49.20% 50.46% 50.87% 52.49% 52.47% 53.24% 52.59% 51.58% 50.18% 

VYZP/VY 35.44% 35.01% 34.56% 33.38% 33.40% 32.41% 32.98% 33.82% 34.90% 

VYNP/VY 7.66% 7.80% 7.81% 7.77% 8.40% 8.39% 8.54% 8.63% 8.78% 

VYFZ/VY 7.70% 6.73% 6.76% 6.35% 5.73% 5.96% 5.90% 5.98% 6.14% 

Structure of public funfs expenditures (share of GDP)     
Výdavky/HDP 16.73% 15.91% 16.02% 15.68% 15.40% 15.74% 15.31% 14.77% 14.15% 

VYDZ/HDP  8.23% 8.03% 8.15% 8.23% 8.08% 8.38% 8.05% 7.62% 7.10% 

VYZP/HDP  5.93% 5.57% 5.54% 5.24% 5.14% 5.10% 5.05% 4.99% 4.94% 

VYNP/HDP  1.28% 1.24% 1.25% 1.22% 1.29% 1.32% 1.31% 1.27% 1.24% 

VYFZ/HDP  1.29% 1.07% 1.08% 1.00% 0.88% 0.94% 0.90% 0.88% 0.87% 
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 Fig.2 

 

 

5. Conclusion 

 

The new system of models supporting the analysis, forecasting and optimisation of public 

funds revenues and expenditures has been presented in the paper and comprises the models of 

the following funds: 

- Health Insurance Fund 

- Pensions Security Fund 

- Sickness Insurance Fund 

- National Labour Office Fund, 

 

In the first version of the above described model we have focused on the solution of the social 

security topic having been indeed an up-to-date and pressing issue under the current 

conditions in the Slovak Republic. In the next phase the system of models will be enriched 

about partial sub-models of expenditures of: 

- Health Insurance Fund 
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- Sickness Insurance Fund 

- Unemployment Insurance Fund 

what enables the Treasury analysts to accomplish a comprehensive quantitative analysis of 

public funds revenues and expenditures. 
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1. Introduction 

This research sets in the framework of the studies whose object is the estimation of what is called 

the"cost" of children, which does not refer – as one might at first to deem – to an intrinsic concept, that 

only depends upon the characteristics of children, but expresses a conceptual category that regards in 

principle the characteristics of the household as well. 

In this paper, we are specifically interested in the cost supported by the two parents, so that we 

would speak instead of economic resources that the parents must devote to children support . In general, 

rich parents, due to their higher resources, would spend, for supporting their own child, or children, a 

bigger amount of money than that spent, ceteribus paribus, by poor parents. In the continuation of this 

article, we will use the expression "cost of child (or children)", as it is now the one commonly accepted. 

The knowledge of the cost of children is of a great utility in many concrete circumstances1. The 

objective of this research is to determine the amount of money judicially separated or divorced parents 

must spend to support their children, or, in other words, the cost of children for these kind of couples. 

In case of judicial separation or divorce, the cost of children must be charged to the two parents 

proportionally to their means, that is, the income of each of them and to the level of wealth one wants to 

secure to the child or the children. 

The breaking off of the couple intercourse and the subsequent separation and, eventually, divorce, 

in itself already a difficult moment in married life, may become a tearing event when there are some 

children. The pre-existent affective relation transfers into a judicial controversy and it becomes a judge's 

task to grant custody of children and the share of income the parent to whom custody of children is 

granted must be paid by the other parent. In these cases, it is a judge crucial need to know as more pre-

cisely and objectively as possible what the cost of children might be, which, as above outlined, depends 

upon many variables, like the household wealth level and the age of children. Thus, by taking advantage 

                                                                 
∗  Financial support by the Italian MURST 40% funds is gratefully acknowledged. 
1 For example, when the government wants to carry out social policy measures in favour of less wealthy households, by means 
of some form of support to their expenses for children. Or when it wishes to carry into effect economic policy measures of re -
distributive and/or fiscal type, aiming at reaching the equilibrium of household wealth. 
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of any available evidence, the judge will be in a position to share the children burden between the par-

ents, with the utmost care, in proportion to the parents' wealth. 

The estimate of the cost of children is not an easy task at all, as it is not possible to isolate the eco-

nomic effect of the presence of children in a household2. Therefore, in order to get it, one must make re-

sort to some model based technique. In this work, we will avail ourselves of a methodology that allows 

us to estimate the so-called Equivalence Scales (ES), on the basis of the Price Scaled-Generalised Al-

most Ideal Demand System (PS-GAIDS), belonging to the class of the so-called Demographically Ex-

tended Complete Demand Systems (DECDS). 

The ESs so estimated will be used to calculate the income share the parent to whom custody of 

children has not been granted must transfer to the parent to whom custody has been granted to support 

children, taking into account the income of each of them under different hypotheses of combination of 

the two incomes as well as some different assumptions regarding the wealth we want to secure to the 

children and to the parent to whom custody is granted (however difficult, as we shall see, the distinction 

between the two wealths might be). 

Thus, the opening of the paper will be devoted to an illustration of the problems of ES construc-

tion, together with a brief analysis of the PS-GAIDS used for their estimate, as well as an appraisal of the 

data used and of the results obtained (par. 2). Subsequently, we will move to the calculation of the 

"Equivalent Incomes" (EI) for each parents (par. 3). The paper will be concluded by a synthetic exam of 

the results of the research and by some general remarks about the most significant evidence (par. 4). 

 

2. The Equivalence Scales: The model, the data and the parameters estimates 

The ES are expenditure deflators that are used to calculate the relative amount of money two dif-

ferent types of households need to attain the same wealth level. Since they are essentially cost of living 

indexes, they are defined through the concept of cost function, which provides the minimum cost sup-

ported by a household to attain a given level of welfare (Muellbauer, 1977). Therefore, one can write 

rc CC=ε ,where ε indicates the ES and Cc and Cr are, respectively, the cost of the comparison house-

hold and that of the referring one. 

                                                                 
2 This is mainly due to several reasons like the collective nature of some expenses, the difficulties to attribute some particular ex-
penses not of a collective type to the individual members of the household and therefore, to children and the modification in hab-
its and tastes of the parents due to the presence of children. 
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One of the crucial points of this approach consists of understanding when two different house-

holds can be considered as sharing the same utility level3. As above said, a convincing way of construct-

ing ES consists of deriving them from DECDS, that is, of inserting demographic variables – or, in a 

more restricted view, of incorporating the household composition effects – into a theoretically plausible 

complete demand system and therefore to derive the ES directly from the utility theory. 

The DECDS allows to take into account all goods and services and express the expenditure shares 

as a function of the income of households, of relative prices and of the characteristics of households 

(number of components and their composition by age, sex, etc.). 

Thus, an ES is an index of the following type ),,(
),,(
),,(

0
00

00
rc

rr

cc

r

c HHUf
HUC
HUC

C
C

−=== p
p
p

ε , that 

is, it depends upon utility level U0, vector price p and demographic characteristics of household Hc as 

compared to those of household Hr. 

In this paper, to introduce the demographic variables into the demand model, we will use the Price 

Scaling (PS) (Ray, 1983), based on a simplified version of the DS, the Restricted Demographic Scaling 

(RDS), sometimes also called Engel Scaled. In PS, a general form for the ES, cm , is suggested 

                                                        0   ,1),(
i

i =∑∏∑+= 




 δηθ ηδ

i
i

s
scsccc

ipHm p                                            (1) 

where scη  is the number of comparison household components in age class s who exceeds the corre-

sponding values in referring household and ∑=
s

scηη  is the number of comparison household compo-

nents less the number of components of referring household. This scale is a so-called Equivalent Scale 

Exact (ESE); in other words, it does not depend upon the household income and the utility level4. 

If the above PS model is inserted into the Generalised Almost Ideal Demand System (GAIDS), 

belonging to the Rank 3 class models (see Deaton-Muellbauer, 1980; Lewbel, 1991) 
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after some algebra, one gets the PS-GAIDS, that is, the DECDS used in this paper 

                                                                 
3 To this purpose, many indicators have been suggested: Engel's view was to look at the food share; according to Rothbarth, one 
should look instead at the absolute amount of expenditure on selected goods, whereas the subjective approach claims to directly 
ask the respondents their perceived degree of wealth, and so on. 
4 In other words, one in which the relative increase in expenditure caused by a child is the same both for rich and poor house-
holds and the utility level U0 is unimportant. 
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In our case, we have introduced some simplifications. We consider one period only, the biennium 

1995-96, within which the prices p do not vary. Moreover, the referring household is the one composed 

by a 39 year old single, with age selected on the basis of the observed average age in Tuscany. 

We have specified the age class of the children, as follows. Number of components: in age class 

0-2 years = η1; in age class 3-5 years = η2; in age class 6-10 years = η3; in age class 11-14 years = η4; in 

age class 15-18 years = η5; in age class 19-25 years = η6. 

Thus, the final version of the PS-GAIDS we have estimated is the following 
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The data base used in this analysis is the pooled cross section-time series unit record data taken from 

the Italian Family Budget Survey (FBS) published by the Bureau of Statistics (ISTAT)5. The consumption 

items, originally 75, have been grouped in 9 commodity groups: food, tobacco, apparel, housing and en-

ergy, furniture, sanitary services, transport, entertainment and other goods and services. The estimates of 

the parameters of the equation (4) on the above 9 groups of goods and services are Full Information Maxi-

mum Likelihood (FIML) estimates, performed on the first 8 equation only. The parameters of the 9th equa-

tion (other goods and services), has been calculated by making resort to the constraints of the GAIDS. 

 

3. The cost of children and the EI 

To begin with, let's introduce the following notations: 

MIFM = monetary income of a household composed by father and mother. As we assume that the child 

does not have income of his own, this is also the monetary income of a household composed by father, 

mother and son, MIFMS; MIS = monetary income of a household composed by a single; FMCS ε  = equiva-

lence scale which shows how much a household composed by father, mother and child must spend to be 

as well-off as a household composed by a single. 

                                                                 
5 These records contain a huge amount of information on income, demographic variables and labour supply for more than 
33,000 households per year. In our case, as the interest was limited to Tuscan households only, it has been necessary to restrict to 
them the field of observation and, in order not to dramatically reduce the number of observed cases, it has been decided to con-
sider the Tuscan household surveyed in two consecutive years, 1995 and 1996. This has been done by inflating the 1995 data to 
1996 via the CPI. In this way, we were able to estimate the model on about 2,500 households. 
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Definition 1: the Equivalent Income (EI) of a household is the ratio between its monetary income and 

the ES, that is, EI = MI/η. 

Therefore, the income of a comparison household is equivalent to that of the referring one if and 

only if CR ε =1. Then, the EI is the income the comparison household needs to be as well-off as the refer-

ence household. 

The above ratio, despite not representing a cardinal measure of wealth, allows the ordering of 

households according to the degree of wealth attained: the higher the EI is, the higher the wealth will be 

and, similarly, two household with the same EI will be equally well-off. 

We must now state how much a child does cost to both parents, in the cases of: (a) united house-

hold and (b) separation or divorce of the parents. We can reasonably agree on the following 

Definition 2: The cost of a child, CC, is the difference between the monetary income of a household 

composed by father, mother and child, MIFM, and the income that would allow the house-

hold without the child to be as well-off as the household with the child, M *
FM . 

Let's first approach case (a), the united family. In the case of a household composed by father, 

mother and child, its EI will be: 
FMCS

FMMI
ε

, with MIFM = MIF + MIM. If one looks at the same household 

without the child, the same EI would be attained at a lower monetary income, MIFN - CC, so that: 

  
FMCS

FM

FMS

FM MICCMI
εε

=
−  ⇒ ( )( )

FMCSFMSFM
MICC εε−= 1 =MIFM-

FMCS

FMS
FMMI

ε
εε =MIFM-MI *

FM .   

(5) 

This implies transitivity of the ES, as ( )
FMFMCFMCSFMS

εεε = . 

Now, let's consider case (b), the parents do separate or divorce. In these case, we must define: (i) 

the child's cost supported by the father, CCF, and (ii) that supported by the mother, CCM. 

(i) to determine the amount of money the father must spend to support the child is trivial: this is 

simply equal to the amount of money S he must pay for supporting him. 

Definition 3: From father's point of view, the cost of the child is CCF = S. 

(ii) it is not as simple as in previous case to determine the money the mother must spend to main-

tain the child. The EI of a mother who lives with the child and receives from the father an amount S is 

MCS

M
M

SMIEI
ε

+= . Without the child, the mother would get the same EI if she earn an income MI *
M  

such that 
MS

M

MCS

M MISMI
εε

*

=
+

. Hence, one has CCM = MIM - MI *
M  and, therefore 



Estimating the Cost of Children for Divorced Parents in Tuscany 

 

35 

35 

CCM = MIM - MMCMM
MCS

MS
M SMIMISMI ε

ε

ε
)()( ++ −= . To conclude, the global cost of the child is 

                      CC = CCF + CCM = S + )1)(()( MMCMMMCMM
SMISMIMI εε −− +=+ .                      (6) 

If we assume now that the household will separate or divorce, giving life to two new households, 

father on the one hand and mother and child on the other hand, we ask to ourselves what the amount S 

the father should provide for supporting the child. According to the principles one wants to follow and to 

the specific household background, one may get different solutions, inspired to as many "philosophies". 

In this work, we opt for the approach that, despite some forcing, has the advantage of allowing to sepa-

rate the mother's welfare from the child's one and, consequently, of allowing to precisely calculate the 

expenditure share the father must support directly for the child. This option can be called philosophy of 

separation of mother's wealth from that of the child. 

Such a way of considering the calculation of the amount S consists of assuming that each compo-

nent of the same household may have his own wealth. This assumption allows us to imagine securing 

the child a level of wealth different from that of the cohabiting parent, sharing its burden between the two 

parents according to proportions to be defined. For example, we may establish that after the divorce of 

parents, the child is secured the same level of wealth enjoyed before separation or divorce. To this pur-

pose, we must first determine the amount of means necessary to secure the child such a wealth and then, 

to decide, on the basis of suitable criteria, how the burden must be shared in between the two parents.  

Before the divorce, the child was enjoying a wealth level measured by the equivalent income 

FMCS

FMMI
ε

. After the divorce, in the household to which the child is allocated there must be an amount of 

resources such that the child wealth level remains unchanged. Of such an amount of resources, a part is 

enjoyed by the mother and a part by the child. The part imputable to the child represents the burden to be 

divided between the parents. 

First of all, we must make a multiple comparison among the EIs of the three household types, that 

is: 1) united household; 2) household composed by mother and child; 3) household composed by the 

mother alone. This is as follows 
CS

M
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==  and the cost of the child is 

                      CC = )()(*****
MSMCS

FMCS

MF
MSMCS

FMCS

FM
MM

MIMIMIMIMI εε
ε

εε
ε

−
+

−=− =                         (7) 
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which provides the amount of means necessary within the household mother-child to keep the child at 

the same wealth level he was enjoyng before the household would divorce. Such an amount of means 

must be charged to father (the amount SF) and mother (the amount SM). 

This subdivision can take place according to different criteria: 1) equal shares: SF = SM; 2) propor-

tionally to the income of the two parents: SF =β1⋅MIF, SM=β2⋅MIM6; 3) according to a progressively 

higher proportion for the parent who earns the highest income. In such a case, we may imagine to burden 

the father's income with a share r
FM

r
F

MIMI  of the total cost of child, with r>1. The remaining 

r
FM

r
M

MIMI  will be charged to the mother7. The amounts of money charged to the two parents are: 

FMCS

MSMCSr
FF MIS

ε
εε −

⋅=  and 
FMCS

MSMCSr
MM MIS

ε
εε −

⋅= . 

For the calculation of the amounts due by the two parents for children support, we have chosen the 

option whose at point 3). After choosing progressivenesss in sharing, we have thought that the judge 

might greatly benefit from the knowledge of the composition of children cost in terms of goods and ser-

vices necessary for their maintenance, according to consumption categories. In other words, to know 

what the expenditure for child's foods, apparel, transportation, and so on might be. Actually, such an in-

formation can eventually allow the judge to charge directly to the divorced parents the cost of at least 

some groups of consumption, so avoiding to pay to the other parent the amount of money related to 

those expenditure groups and to pay instead directly "at the source"8. 

Consequently, we have decided to calculate both the global cost of child for father and mother, 

and its subdivision among the same 9 commodity groups as used for the estimation of the ES. Evidently, 

as both income and the r parameter are continuous variables, it is possible to calculate as many table as 

many pairs of father and mother income and r values one may imagine. 

                                                                 
6 For example, if β1=β2=1, the share of the total child's cost charged to the father would be FMF MIMI , whereas the remain-

ing share FMM MIMI  would be charged to the mother. Hence: 
FMCS

MSMCS
FF MIS

ε
εε −

=  and 
FMCS

MSMCS
MM MIS

ε
εε −

= . 

7 Obviously, point 2) is a special case of 3), i. e., r=1. It must be stressed that, with r=2, there is a remarkable progression in cost 
share of the richest parent. 
8 For example, by paying directly the medical expenses of the child, his transportation costs, and so on. Obviously, the remaining 
share of money to be payed to the other parent will be calculated as the difference between the global charge the parent must pay 
for child's maintenance and the consumption directly payed. To this purpose, if we put in equation (4), for x, the income of the 
mother inclusive of the amount payed by the divorced husband (for the different hypotheses) and, for ε, the estimate of the ES 
for the household composed by mother and child, we obtain the expenditure shares. From equation (7), we can thus calculate the 
cost of the child for groups of goods and services. 
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In this paper, just for the sake of discussing the features and the reliability of the income distribu-

tion models here outlined, we refer to some tables only, with significant parent and children ages. The 

tables, along with any others that may interest the readers, are available upon request. 

 

4. Comments on some results and conclusions  

Let's consider first the case of a household composed by a 38 year old father, a 35 year old mother 

and a 5 year old child9. We have calculated father's and mother's maintenance burdens for 3 significant 

values of r: r=0,75; 1,00; 1,50. As for each spouse's income, we have considered 9 income round figures 

expressed in millions of Italian Lira, 0 to 8 millions for the father and 1 to 9 millions for the mother. 

Then, one can see that, with r=0,75, when the mother's income is, as an example, 0, she obviously 

must not pay anything, whereas the father must disburse, for child's support, an amount of 188,067 

Lira.10. With r=1 and r=1,5 and the same combination of spouses' incomes, the father must disburse the 

same amount, that is, 188,067 Lira. This equality always holds, independently on r; no matter what the 

father's income may be, when the mother's income is 0. Evidently, this is due to the fact that the mother 

has no income: therefore, for the father, the amount to pay remains the same, independently on r. 

This specific case represents, nevertheless, a quite unusual situation. Let's take a more "normal" 

case, for example one in which the father's income accounts for 3 million Lira and the mather's income 

accounts for 1 million Lira, with, obviously, the 5 year old child. If we observe the matrix where the 

r=0,75 option is reported, we can see that the amount to be disbursed by the father accounts for 522,883 

Lira, as compared to that to be disbursed by the mother, accounting for 229,384. It should be said at once 

that these seem reasonable amounts: for this type of household, with a household income accounting for 

4 millions, it seems to us that a global burden for supporting a 5 year old child accounting for 652,269 

Lira (incidentally, 18.8% out of the household income) is in line at all to the individual's expectations 

formed according the common logic sense based on the daily life evidence. If we take the r=1 option, 

we observe that the amount the father must disburse increases to 564,201 Lira and that the one to be dis-

bursed by the mother reduces to 188,067 Lira11. If we consider the r=1,5, option, we check that the 

                                                                 
9  r=0,75 states a subdivision of burden between the married couple with a progressiveness less than proportional for the spouse 
with the highest income; r=1 states a subdivision of burden between the married couple with a progressiveness proportional be-
tween the two incomes; r=1,5 states a subdivision of burden between the married couple with a progressiveness more than pro-
portional for the spouse with the highest income. 
10 It is worth reminding that this figure, as all the others contained in the tables, represents the amount of means that are neces-
sary, inside the household mother-child, to support only the child at the same level of wealth as before divorce. 
11 We should point out that, just in view of the proportionality of progressiveness option implied by this hypothesis on r, the 
money to be payd by the father remains the same by the whole row, that is, independently on the amount to be disbursed by the 
mother and that the money to be payd by the mother remains unchanged by column, that is, independently on the money to be 
payd by the father. 
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amount to be disbursed by the father does increase furtherly, up to 630,859 Lira, whereas the one to be 

payd by the mother decreases again decidedly enough, up to 121,408 Lira12. 

Subsequently, the total costs have been disaggregated according to the 9 commodity categories. 

Looking at them and considering again the pair with father's income accounting for 3 millions and 

mother's income accounting for 1 million, one can see that 176,275 Lira, out of 752,269 forming the total 

cost of the child, are spent for foods, 47,080 Lira for apparel, 164,875 Lira for housing, 40,335 for elec-

tricity, 29,680 for furniture, 20,109 for medical services, 110,404 for transports, 50,634 for entertainment 

and 112,857 for other goods and services. Taking into account the child's age, i.e., 5 years and the returns 

to scale that take place in supporting to him household collective services, for example, electricity and 

housing, they appear, as the previous ones, rather reliable figures. 

Let's now pass to analyse the case of a household composed by father and mother in the same 

ages as before, but with two children, respectively, 10 year and 7 year olds. Let's refer again to the same 

pair of father-mother incomes. For r=0,75 option, the cost of the two children goes, for the father, up to 

907,312 Lira (from 522,883 Lira of the cost for the father of a 5 year old child) and for the mother, up to 

398,030 Lira (from 229,384 Lira of the cost of a 5 year old child). In all, the family couple burden for the 

two children support accounts for 1,305,343 Lira (little less than 33% out of household's income). 

It is not twice as much as the same couple did spend to support a 5 year old child and this is rea-

sonable at all, both as evidently it is not automatic that two children cost the double as much as one does 

(all the more if they have different ages in beween them and as regards to an only child), and because of 

the returns to scale that occur when passing from the first child to the second one, particularly in cases 

like this, where the age difference between the two children is only three years (both as regards to house-

hold collective services and as regards to single goods: let's think of the re-use, for the second child, of 

underwear, toys, furniture, etc., belonged to the first child). In fact, while the total cost of the two children 

increases by about 73%, the cost for housing only increases by about 13%. 
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1. INTRODUCTION 

In a M|G|∞ queue system 

− λ  is the Poisson process arrival rate, 

− α  is the mean service time, 

− ( )⋅G  is the service time d.f. and, so, 

( )[ ]dttG∫
∞

−=α
0

1  (1.1), 

− ( )⋅F  is the service time equilibrium d.f. whose expression is 

( ) ( )[ ]dxxGtF
t

∫ −
α

=
0

1
1

 (1.2), 

− λα=ρ  is the traffic intensity, 

− B  is the busy period length. 

Note the importance of the busy period study, for this queueing system, because in it 

any customer when arrives finds a server available. So the problem is for how long the servers 

must be available that is how long is a busy period length. 

The B d.f. has not a simple form and it can be written as (Stadje (1985)) 

( ) ( )∑
∞

=

∗−λ−=≤
1

11
n

n tctBP  (1.3) 

where nc ∗  is the nth convolution of c with itself being 
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( ) ( )( )
( )[ ]∫−λ=

−λ−
t

dxxG
etGtc 0

1
1  (1.4). 

Only for the service time d.f. collection given for (Ferreira (1998)) 

( ) ( )( )
( )( ) 1

,0,
1

1
1

−
λ

≤β≤λ−≥
λ+−λ

β+λ−
−=

ρβ+λρ−

ρ−

e
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ee
e

tG
t  (1.5) 

the expression (1.3) becomes simple: 

( ) ( ) ( )

1
,0,11

−
λ

≤β≤λ−≥−
λ

β+λ
−=≤

ρ
β+λρ−ρ−

e
teetBP t  (1.6). 

This does not happen for the M|M|∞ queueing systems (service time exponential) and so 

we will give in this paper some simple bounds for ( )tBP ≤  in that case. 

Finally note that if the p.d.f. allows the study of the distribution structure only the d.f. 

allows the probabilities calculation. 

2. BOUNDS FOR THE M|M|∞ QUEUEING SYSTEM ( )tBP ≤  

We can write ( )tc  as  

( ) ( ) ( )tFetftc ρ−ρ=  (2.1) 

where ( ) ( )
dt

tdF
tf = . So, 

( ) ( ) ρ−ρ≥ etftc  (2.2) 

and 
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( ) ( ) ρ−
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1

11  (2.3) 

or 

( ) ( )tftc ρ≤  (2.4) 

and 

( ) ( ) n
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n tftBP ρλ−≥≤ ∑
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11  (2.5) 

nf ∗  is the p.d.f. of the sum of n i.i.d. r.v. whose d.f. is given by (1.2). So the bounds 

given by (2.3) and (2.5) depend only on ρ , λ  and ( )⋅F . 

For the M|M|∞ queue, ( ) α−−=
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after (2.3). From (2.5),  as  ( ) ( ) ( ) =







α
ρ

−α
ρ

=ρ
−α

=ρ ∑∑∑
∞

=

−

α−
∞

=

α−
−∞

=

∗

1

1

1

1

1 !1
1

!1 n

n
t

n

n
t

n

n

n

nn t
n

ee
n

t
tf  

tt
ee λ−α−λ=  we conclude that 

( ) tM etBP α
ρ−

−
−≥≤

1

1  (2.7). 



BOUNDS FOR THE M|M|?  QUEUEING SYSTEM BUSY PERIOD DISTRIBUTION FUNCTION 

 

43 

The bound given by (2.6) is always less than 1.. The one given by (2.7) is positive only 

for 1<ρ . 

Otherwise ⇔ρ≤
α
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e  and the bound given by (2.6) is always 

greater than the one given by (2.7). 

In Ferreira e Ramalhoto (1994) we proved that 

( ) ( ) ( )tGtBPetG ≤≤≤ρ−  (2.8) 

Consequentely 
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The lower bound given in (2.9) is always positive, but for 1<ρ  the one given for (2.7) 

is better. 

As ρ
ρ−ρ−
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 we 

conclude that for ρα≥ et  the bound given by (2.6) is better than the one given by (2.9). 

3. CONCLUSIONS 

We presented bounds for ( )tBP ≤  that can be used for any service time distribution. 

But they give simple expressions for exponential service times. It is even possible to compare 

them in order to make the better option in their use through very simple rules. 
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Modeling of supplier-customer relations in supply chains 1 
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1. Supply chain management 

Supply chain management is now seen as a governing element in strategy and as an effective way 

of creating value for customers (see [5], [9])). An increasing number of companies in the world 

subscribe to the idea that developing long-term coordination and cooperation can significantly 

improve the efficiency of supply chains and provide a way to ensure competitive advantage. The 

expanding importance of supply chain integration presents a challenge to operations research to 

focus more attention on supply chain modeling (see [6], [7], [8]). 

Supply chain is defined as a system of suppliers, manufacturers, distributors, retailers and 

customers where material, financial and information flows connect participants in both directions (see 

Fig.1).  

 
  
                         
 
 
 
 
                                                    
 
 
 
 
 

Fig. 1. Structure of the supply chain 

 

Most supply chains are composed of independent agents with individual preferences. It is 

expected that no single agent has the power to optimize the supply chain. Each agent will attempt to 

                                                                 
1 The research project was supported by Grant No. 402/ 99/ 0852 from the Grant Agency of Czech 

Republic „Modeling and Analysis of Production Systems“ and CEZ: J 18/98: 311401001 from the 
University of Economics „Models and Methods for Economic Decisions“. 
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optimize his own preference, knowing that all of the other agents will do the same. This competitive 

behavior does not lead the agents to choose polices that optimize overall supply chain performance 

due to supply chain externalities. The agents can benefit from coordination and the end customer will 

receive a higher quality, cost effective value package in a shorter amount of time. Supply chain 

partnership (see [5]) leads to increased information flows, reduced uncertainty, and a more profitable 

supply chain. 

The supplier-customer relations in supply chain can be taken as centralized or decentralized (see 

Fig.2). 

 

...

...S1 S2 Sm

C1 C2 Cn                            ...

...S1 S2 Sm

C1 C2 Cn

 Centre

 
 

    (a)                       (b) 

Fig. 2. Decentralized (a) and centralized (b) supplier-customer relations 

 

 The decentralized system causes some inefficiency in supply chains. The fully centralized system 

can be taken as a benchmark situation.  

 

2. An example of inefficiency in supply chains  

The so called bullwhip effect (see [4], [6]), describing growing variation upstream in a supply 

chain, is probably the most famous demonstration that decentralized decision making can lead to 

poor supply chain performance. The basic phenomenon is not new and has been recognized by 

Forrester. But the analyses of causes and suggestions for reducing the bullwhip effect in supply 

chains are challenges to modeling techniques. 

There are some known causes (see [4],[6]), of the bullwhip effect as information asymmetry, 

demand forecasting, lead-times, batch ordering, supply shortages and price variations. 
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We use a simple two stages supply chain model with a single retailer and a single manufacturer. 

The customer demands Dt are independent and identically distributed random variables. The retailer 

observes customer demand Dt and places an order qt to the manufacturer. The order is received with 

lead-time L, where L is the time it takes an order placed by the retailer to be received at that retailer. 

The retailer uses the moving average forecast model with p observations. To quantify increase in 

variability, it is necessary to determine the variance of  orders qt relative to the variance of demands 

Dt . It can be shown (see [6] ): 

                                                
2

2

p
2L

p
2L

1
Var(D)
Var(q)

++≥                                         (1) 

 Information sharing of customer demand has an impact on the bullwhip effect. We consider 

now a k-stages supply chain with decentralized information and lead-times Li between stages i and 

i+1. The variance increase is multiplicative at each stage of the supply chain. 

In the case of centralized information, i.e. the retailer provides every stage of the supply chain 

with complete information on customer demand, the variance increase is additive. The centralized 

solution can be used as a benchmark, but the bullwhip effect is not completely eliminated. 

The analysis of causes of the bullwhip effect has lead to suggestions for reducing the bullwhip 

effect in supply chains: reducing uncertainty, reducing variability, lead-time reduction and strategic 

partnership. 

The strategic partnership means cooperation and coordination of actions through the supply 

chain The expected result is a mutually beneficial, win-win partnership that creates a synergistic 

supply chain in which the entire chain is more effective than the sum of its individual parts.  

The strategic partnerships change material, financial and information flows among participants in 

the supply chain. The way of information sharing is changed by information centralizing using 

information technology. The material flows are managed within the supply chain. In vendor managed 

inventory the manufacturer manages the inventory of the product at the retailer and does not rely on 

the orders by the retailer, and thus avoids the bullwhip effect entirely. The financial flows are changed 

also. The agents can benefit from coordination. The typical solution is for the agents to agree to a set 

of transfer payments that modifies their incentives, and hence modifies their behavior. Many types of 

transfer payments are possible.      
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The partnership relations are based on supply contracts. The contracts are negotiated by multiple 

criteria as time, quantity, quality and costs. There are different approaches to modeling multicriteria 

negotiation processes to reach a consensus among participants (see [3]). 

 

3. Modeling of negotiation process 

 Negotiation is a process by which a joint decision is made by two or more parties. It is a 

communication designed to reach an agreement when the parties have some interests that are shared 

and others that are opposed. Both the communication and cooperation are required in the problem 

solving process of negotiation, and there are some important relationships between the 

communication and the cooperative behavior. The very act of communication in negotiating involves 

some cooperation between the negotiators. The more cooperative they are the greater is the 

possibility of reaching an agreement. 

 The problem of coordination in supply chains involves multiple agents with multiple goals. Goals 

can be divided into two types, goals that are mutual for all the agents and goals that are different and 

require cooperation of multiple agents to achieve a consensus. There are two very important aspects 

of group decision making: assertiveness and cooperativeness. Assertiveness is satisfaction of one´s 

own concerns and cooperativeness is a tendency to satisfy others. A cooperative decision making 

requires free communication among agents and gives synergical effects in a conflict resolution. The 

basic trend in the cooperative decision making is to transform a possible conflict to a joint problem.  

     The problem solving process is an extensive organization of information and attitudes surrounding 

a problem situation. The process involves understanding the goals, setting criteria for evaluating 

possible solutions, the exploration of alternative solutions, selection of the solution that best fits the 

criteria. 

 Some basic ideas of formal approaches of the problem solving can be introduced to cooperative 

decision making. There are two aspects of the problem solving - representation and searching. The 

state space representation introduces the concepts of states and operators. An operator transforms 

one state into another state. A solution could be obtained by a search process, first applies operators 

to the initial state to produce new states and so on, until the goal state is produced. Communication 

between suppliers and customers can be provided through information sharing  (schematically see 

Fig. 2). 
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Fig. 2. Communication through information sharing 

 

 We propose a two phases’ interactive approach for solving cooperative decision making 

problems (see [2] ): 

 1. Finding the ideal solution for individual agents. 

 2. Finding a consensus for all the agents. 

 In the first phase every decision maker search the ideal alternative by the assertivity principle. 

 The general formulation of a multicriteria decision problem for an individual unit is expressed as 

follows 

 z(x) = (z1(x),z2(x), ...,zk(x)) → "max"   

  x ∈ X , 

where X is a decision space, x is a decision alternative and z1,z2, ...,zk are the criteria. The decision 

space is defined by objective restrictions and by mutual goals of all the decision makers in the 

aspiration level formulation. The decision alternative x is transformed by the criteria to criteria values 

z ∈ Z, where Z is a criteria space. Every decision making units has its own criteria. People appear to 

satisfy rather than attempting to optimize. That means substituting goals of reaching specified 

aspiration levels for goals of maximizing. 

 We denote y(s) aspiration levels of the criteria and ∆y(s) changes of aspiration levels in the step 

s. We search alternatives for which it holds 

 z(x) ≥ y(s)   

  x ∈ X . 

                                                                 Shared              
    Supplier Si              Supplier’s  Si         information       Customer’s Cj           Customer Cj 
    - information             problem                                          problem              - information 
    - tools                      representation   Joint problem  representation            - tools  
                                                            representation    

   Coordinator 
   - information 
   - tools  
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 According to heuristic information from results of the previous condition the decision making unit 

changes the aspiration levels of criteria for step s+1 : 

 y(s+1)= y(s) + ∆y(s) .  

 We can formulate the multicriteria decision problem as a state space representation. The state 

space corresponds with the criteria space Z, where the states are the aspiration levels of the criteria 

y(s) and the operators are changes of the aspiration levels ∆y(s). The start state is a vector of the 

initial aspiration levels and the goal state is a vector of the criteria levels for the best alternative. For 

finding the ideal alternative we use the depth-first search method with backtracking procedure. The 

heuristic information is distance between an arbitrary state and the goal state. 

 In the second phase a consensus could be obtained by the search process and the principle of 

cooperativeness is applied. The heuristic information for the decision making unit is the distance 

between his proposal and the opponent's proposal.  

 For simplicity we assume the model with one supplier and one customer  

  z1(x) → "max" 

  z2(x) → "max"  

  x ∈ X . 

 The decision making units search a consensus on a common decision space X. The decision 

making units change aspiration levels of the criteria y1, y2. The sets of feasible alternatives for the 

aspiration levels y1 and y2 are X1 and X2. 

 z1(x) ≥ y1  z2(x) ≥ y2   

  x ∈ X  x ∈ X . 

      The consensus set S of the negotiations is the intersection of sets X1 and X2 

  S = X1 ∩ X2 .  

 By changes of the aspiration levels the consensus set S is changed too. The decision making units 

search one element consensus set S by alternating of the consensus proposals. Independently on the 

meaning of local symbols, the cooperative decision making model of negotiation is represent by the 

state vector z.  
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5  Conclusions 

     In the paper we analyze supplier-customer relations in supply chains. Information asymmetry is 

one of the most powerful sources of inefficiency. Information technology has lead to communication, 

coordination and cooperation among units in supply chains. Building of different types of strategic 

partnerships and different type of contracts among participants can significantly reduce or eliminate 

inefficiency in supply chains. 
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A multivariate labour market model in the Czech Republic1 
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Abstract: The paper deals with an existence of an equilibrium unemployment-vacancy rate 

relationship in the Czech Republic. We formulate a basic disequilibrium growth model of 

employment. Furthermore we study a long-run steady state of this bivariate labour market 

model and we try to introduce a random disturbance term. The next extension of this model 

makes (un)employment flows endogenously using macroeconomic cyclical variables as well 

as variables associated with the composition of the unemployment. We try to show an 

empirical study with monthly time series over the period 1993-1999 for the Czech labour 

market. 

 

Keywords : Unemployment-vacancies relationship, cointegrating analysis, equilibrium 

models, labour market model 

 

1. Introduction   

Many economic studies deal with the inverse relationship between the unemployment 

rate and vacancy rate (uv). The basic bivariate labour market model proposed by Beveridge is 

possible to extend by introducing endogeneity in employment search. This modification gives 

rise to study a multivariate framework of the (dis)equilibrium relationship.   

The objective of this study is to examine the existence of the uv relationship in the 

Czech Republic using more recent data, from January 1993 to December 1999. We use 

appropriate econometric time series methods to synthesize past studies with an equilibrium or 

disequilibrium approach. Cyclical macroeconomic variables and variables associated with the 

composition of the unemployment pool are examined whether they are related with u and v in 

the long run using cointegration analysis. 

 

 

                                                 
1 The paper is supported by the Grant Agency of the Czech Republic – grant. No. 402/00/1165 and corresponds 

to the research programme of the Faculty of Economics VŠB-Technical University  
no. CEZ:J17/98:275100015 
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2. The basic and expanded  (dis)equilibrium models 

A disequilibrium model of out flows from and inflows to employment can be  

constructed: 

ttttt QHEEE −≡−=∆ −1                                                                                            (E1) 

where  

Ht – hires at period  t, 

Qt – quits lay-offs at period t. 

 A hiring function can be specified by the Cobb-Douglas function with constant returns 

to scale. The flow of the number of hires and rehires at period t depends on the stocks of 

unemployed people (U) and vacancies (V) at the end of period (t-1), and the constant rate job 

search parameter 0β  according to a following equation: 

[ ],110
ααβ −− ⋅⋅= ttt VUH                                                                                                    (E2) 

where  

−0β  describes the efficiency of job search behaviour. 

Hiring function Ht is assumed to be homogeneous of degree one in U and V.  It is also 

assumed that the turnover (quit) rate is proportional to the level of employment with the 

constant rate 0δ . The net change in employment can be expressed using a basic 

disequilibrium labour market model: 

[ ] 10
1

110 −
−

−− ⋅−⋅=∆ tttt EVUE δβ αα                                                                                    (E3) 

or 

[ ] ,0
1

110 δβ αα −⋅= −
−− ttt veuee                                                                                             (E4) 

where 

1111111 /// −−−−−−− ==∆= ttttttttt EVveEUueEEe .                       (E5) 

In a long-run equilibrium labour market model the job stock and labour force are 

constant and there is equality between the flows of accessions and separations on the labour 

market (i.e. 0=te ) : 

[ ] 0
1

110 δβ αα =⋅ −
−− tt veue         or      )/ln(

1
)ln(
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)ln( 0011 βδ
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−= −− tt veue ,               (E6) 
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which is the hyperbolic uv relationship.  

Anthony (1999) introduced a random disturbance term ( tε ) into E3 as a 

multiplicative term in both the hiring and quit function. In this case  we can express the 

equation E3 as follows: 

[ ]{ } { } 10
1

110
11

−
−

−− ⋅⋅−⋅=∆ −−
tttt EeeVUE tt νµαα δβ                                                                       (E7) 

or 

ttt veue ε
α

βδ
αα

α 1
)/ln(

1
)ln(

1
)ln( 00 ++

−
−=                                                                   (E8) 

where 

),0(~),0(~, 22
νµ σνσµµνε NN ttttt −=                        (E9) 

This framework allows cointegration tests to be conducted using the disturbance term in 

equation E8. If it can be shown that logged uet and vet are I(1) and tε  is I(0), then uet and vet 

are cointegrated and there is long-run equilibrium. 

The bivariate labour market model is restrictive as 0β  and 0δ  were specified as fixed 

parameters, implying that un(employment) flows are exogenous. As a consequence, this 

model will fail to identify an equilibrium relationship if additional variables constitute part of 

the long-run relationship. Therefore we modify our model by allowing (un)employment flows 

to be endogenously determined. These flows can be dependent on cyclical macroeconomic 

variables as well as factors associated with structural unemployment. Next we can test 

whether this multivariate specification of the Beveridge Curve does in fact represent a 

long-run or cointegration relationship using our data sample in the Czech Republic. 

We try to introduce following cyclical macroeconomic variables : 

it         –  interest rate (PRIBOR 3M) during month t, 

rwit     –  real wages in industry during  month t,  

subsrt – replacement ratio for period t [=100*(unemployment benefits/nominal wages in 

industry)]. 

Factors associated with the structural composition of unemployment may also be relevant 

in influencing uv as they would partially capture costs of labour search. We consider to 

introduce: 

lt       - number of long-term unemployed people (> 1 year) at the period t, 

ft           - number of unemployed females at the period t. 
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The variables to be expressed as functions of unemployment rate and vacancy rate in 

the long run. If we the quit rate is defined as 

ti
ttt esubsrrwi ⋅⋅⋅⋅= λϕνδδ 0                                                                                             (E10) 

then a multivariate disequilibrium labour market model can be expressed: 
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and a multivariate long-run equilibrium model is  
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Equation E12 provides a richer model structure than the conventional model E8. 

 

3. Empirical study 

3.1. Time series data 

Monthly time series data are used for our empirical study in the Czech labour market 

from the January 1993 to the December 1999 (i.e. 84 observations excluding lags in 

modelling). All series are seasonally adjusted with the exception of interest rates and 

unemployment benefits. Where quarterly series are available, monthly series are obtained by 

linear interpolation. 

Unemployment rate (uet)  and vacancy rate (vet) are shown in Fig. 1. 
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Fig. 1 : Unemployment rate and vacancy rate development 
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In determinig the (non)stationarity properties of the data we tested on a truncated 

sample between January 1994 and December 1999 to allow for possible leads and lags 

estimation. We used the PP (Phillips–Perron) tests for unit roots with results reported in the 

Table 1. 

Test results for the logged unemployment rate and vacancy rate are marginal yet 

indicative of nonstacionarity for PP tests support the same results. The PP test makes a 

correction to the t-statistic of the coefficient of ln(variable)t-1 to account for serial correlation 

in random term.  

Furthemore PP tests indicate that employment growth and marginal real wages in 

industry are stationary or I(0). All other data series  (yue, yve, ysubsr, yle, yfe) are 

nonstationary or I(1).. Supplementary testing on the I(1) series fond none of them to be I(2). 

Logged interest rate data series was I(1). Since the unemployment rate and vacancy rate are 

found to exhibit nonstationary behaviour using PP tests, it seems appropriate to model the uv 

relationship using cointegrating analysis. 

Variable Description PPstatistics Lag lenghts 

e Employment growth -8,760* 0 

yue ln(unemployment rate)                               1,495 0 

yve ln(vacancy rate) 2,224* 0 

i interest rate -2,169* 0 

ysrwi  ln(real wage) -4,720* 0 

ysubsr ln(replacement rate) -1,917* 0 

yle ln(long-term unemployment rate) -1,018 0 

yfe ln(female unemployment rate) 0,076 0 

due ∆ yue -5,357* 0 

dve ∆ uve -5,263* 0 

di ∆ i -7,411* 0 

dsubsr ∆ subsr -3,920* 0 

dle ∆ l -5,585* 0 

dfe ∆ f -8,773* 0 

∆ = difference of variable 

Critical values (including intercept and trend) 

1%   (-4.085)                        5%  (-3.470)                           10%(-3.162) 

  Table 1: Tests for the null of nonstationarity and stationarity 
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3.2 Cointegrating analysis for the basic model_1 (yue, yve) 

Then we try to test for cointegration ( i.e. that linear combination of nonstacionary time 

series yuet and yvet is I(0)). If an long-run equilibrium relationship exists we estimate the 

cointegration equation.  We applied 3 cointegration tests for model_1 (yue, yve): 

a) Linear regression_1 of ln(uet) on ln(vet) and testing for nonstationarity of residua time 

series (without trend and intercept) and also linear reggresion_2 of ln(vet) on ln(uet) 

and testing for nonstationarity of the second residua time series, 

b) Engle-Granger test, 

c) Johansen test. 

Results are reported in Table 2.  

ADF (Augmented Dickey-Fuller) tests for residua_01 and residua_02 estimated by 

OLS method  (since results can vary with the ordering of variables in regression)  indicated 

cointegration yue and yve but with slow DW value for the model estimating residua. 

The Granger(1969) approach is to see how much the current yue can be explained by 

past values of yue and then to see whether adding lagged values of yve can improve the 

explanation (and vice versa). The null hypothesis is therefore that yve does not Granger-cause 

yve in the first regression and that yue does not Granger-cause  yve   in the second regression. 

For our results we cannot reject the hypothesis that yve does not Granger cause yue but 

we do reject the hypothesis that yue does not Granger cause yve on 5% level of 

significance.   

 Test for cointegration Results 

OLS:  

00.0.019.0614.0964,0279.7)( *2** ===⋅−−= FsignDWRyveyueE  

Resid_01:  Observed ADF statistic =-2,582*  Critical value(5%)=-1,946 
                          ⇒  Resid_01 ~ I(0) 

a) 
OLS: 

00.0.033.0612.0635,0254.6)( 2** ===⋅−−= FsignDWRyueyveE  

Resid_02:  Observed ADF statistic =-2,296*  Critical value(5%)=-1,946 
                            ⇒  Resid_02 ~ I(0) 
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b) 

Engle-Granger (76 obs.): 

Null hypothesis: 

F-Statistic 

Probability 

 

YVE does not Granger Cause YUE 

1.43761 

0.18001 

 

YUE does not Granger Cause YVE 

2.16005 

0.02859 
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c) 

Johansen test: 

Test assumption: Linear deterministic trend in the data 

 

Series: YUE YVE 

 

 

Eigenvalue 

Likelihood 

Ratio 

5 %  

Critical Value 

1% Critical Value 

Hypothesized 

No. of CE(s) 

 

0.249926 

29.54842 

 > 25.32 

30.45 

None* 

0.100931 

7.979640 

< 12.25 

16.26 

At most 1 

* (**) denotes rejection of the hypothesis at 5% (1%) significance level 

L.R. test indicates 1 cointegrating equation at 5% 

Normalized Cointegrating Coefficients: 1 Cointegrating Equation 

YUE 

YVE 

@TREND(92:02) 

C 

1.0 

0.672935 

-0.008472 

6.478017 
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Table 2: Various tests for cointegration for model_1 (yue, yve) 
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Figure 1: Normalized cointegrating equation for model_1 (yve,yue) 

 

Johansen (1991, 1995) developed the methodology for implementation VAR-based 

cointegration tests. Johansen’s method is to test the restrictions imposed by cointegration on 

the unresctricted VAR involving the series. In the second column (Likelihood Ratio) gives 

trace statistic. To determine the number of cointegrating relations  (k), we proceeded 

sequentially from k=0  to (number of non-stationary variables - 1) until we fail to reject 

hypothesis. For our model_1 (yue,yve) Johansen’s test indicated 1 cointegrating eaquation 

at 5% significance level. The figure 1 shows normalized cointegrating equations for model_1  

- (yve,yue). 

3.3 Cointegrating analysis for extended multivariate models 

 

Furthermore we applied cointegration analysis for other 3 models using three above-

mentioned methods: 

• Model_2 (yue, yve, i), 

• Model_3 (yue, yve, ysubsr), 

• Model_4 (yue, yve, i, ysubsr). 

The Table 3 includes results only for Johansen’s test. Johansen’s trace statistic detected: 

Ø 2 cointegrating equation at 5% significance level for model_2 (yue, yve, i), 

Ø 2 cointegrating equations  at 5% significance level for model_3 (yue, yve, ysubsr), 

Ø 3 cointegrating equations  at 5 % significance level for model_4 (yue, yve, ysubsr, i). 
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Model Johansen cointegrating tests 

Model_2 

(yue,yve,i) 

Series: YUE YVE I  (Test assumption: No deterministic trend in the data) 

Likelihood 

5 Percent 

1 Percent 

Hypothesized 

Eigenvalue 

Ratio 

Critical Value 

Critical Value 

No. of CE(s) 

 0.307474 

 48.88154 

 > 34.91 

 41.07 

      None ** 

 0.157188 

 21.32584 

 > 19.96 

 24.60 

   At most 1 * 

 0.107147 

 8.499966 

<  9.24 

 12.97 

   At most 2 

 L.R. test indicates 2 cointegrating equation(s) at 5% significance level 

Model_3 

(yue, yve, 

ysubsr) 

Series: YUE YVE YSUBSR (Test assumption: No deterministic trend in the data) 

Likelihood 

5 Percent 

1 Percent 

Hypothesized 

Eigenvalue 

Ratio 

Critical Value 

Critical Value 

No. of CE(s) 
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 0.288928 

 38.11028 

 > 24.31 

 29.75 

      None ** 

 0.124556 

 12.53662 

 > 12.53 

 16.31 

   At most 1 * 

 0.033555 

 2.559848 

 <  3.84 

  6.51 

   At most 2 

 L.R. test indicates 2 cointegrating equation(s) at 5% significance level 

Model_4 

(yue, yve, i, 

ysubsr) 

Series: YUE YVE YSUBSR I  (Test assumption: No deterministic trend in the data) 

Likelihood 

5 Percent 

1 Percent 

Hypothesized 

Eigenvalue 

Ratio 

Critical Value 

Critical Value 

No. of CE(s) 

 0.451889 

 84.97240 

> 39.89 

 45.58 

      None ** 

 0.270473 

 39.87666 

 > 24.31 

 29.75 

   At most 1 ** 

 0.194510 

 16.22470 
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 > 12.53 

 16.31 

   At most 2 * 

 2.55E-05 

 0.001912 

 <  3.84 

  6.51 

   At most 3 

 L.R. test indicates 3 cointegrating equation(s) at 5% significance level 

Table 3: Results for Johansen’s cointegrating test  

( *[**] denotes rejection of the hypothesis at 5%[1%] significance level) 

 

4. Summary and conclusions  

The aim of this paper was to investigate existence of the uv relationship for the labour 

market in the Czech Republic using cointegrating analysis. 

Cointegrating test results suggest that bivariate long-run uv relationship exists  

( model_1)  and it is depicted in Fig. 1.  These results support the basic labour market search 

model which assumes exogenity of (un)employment flows. 

A modified Beveridge curve was used to examine the existence multivariate 

equilibrium relationship. This was achieved by making (un)emloyment flows endogenously 

determined by macroeconomic cyclical variables ( i, subsr ). The Johansen’s cointegrating 

tests indicated the existence of equilibrium relationship between unemployment, 

vacancies and the replacement ratio and interest rate. This suggests that cyclical variables 

are influential in determining the stability of Beveridge curve. The empirical results show that 

unemployment rises when the ratio of uneployment benefits increases to work income.  Also  

the  interest rate was cointegrated with unemployment  and vacancies rate and move 

positively with unemployment. 
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Manuela Magalhães Hill 

Instituto Superior de Ciências do Trabalho e da Empresa 

PORTUGAL 

 

INTRODUCTION 

The study analysed questionnaire data obtained from a sample of 678 companies based in the 

two metropolitan areas of Portugal − Lisbon and Oporto. The sample was representative in 

terms of size of company (number of employees) and Sector of activity. Data were obtained 

on  a wide range of variables covering  six areas; Characteristics of the company, Research 

and Development activities, Human resources policies and practices, Company and  work 

organization, Unionization and worker representation, Characteristics of managers. 

 

The index of competitiveness 

In the absence of data on market share and similar variables Cashflow per employee for the 

year 1998 was used as an index of competitiveness. Strictly speaking this is a measure of 

company performance, but companies that perform well in this sense are likely to be more 

competitive.  If they are not, their market share will decrease and performance will decline. 

Thus Cashflow per employee represents a correlate of competitiveness which may plausibly 

be used as an indirect Index. Four other indicators were developed as weighted combinations 

of questionaire variables using Non-linear Principal Component analysis.  These were: 

1. Inovation (in the previous five years).  

2. Level of information technology  

3. Organizational change (in the previous five years).  

4. Changes in human resources management (in the previous two years).  

 

THE  RESEARCH STRATEGY 

It is recognized in Portugal that the two metropolitan areas differ somewhat in their ‘industrial 

cultures’ and in view of this it was thought likely that there may be regional differences in the  

factors associated with competitiveness. Thus, the overall strategy of the research was to 

investigate factors associated with competitiveness in three separate analyses – the first 
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dealing with the two metropolitan areas combined, the second dealing only with companies in 

the Lisbon area and the third dealing only with companies in the Oporto area.    

 

METHODS OF RESEARCH  

Using cut-offs at the 47th and 53rd percentiles the Index of competitiveness was dichotomized 

to form two groups of companies - a HIGH competitive group and a LOW competitive group. 

In each of the three separate analyses the dichotomized Index of competitiveness was used as 

the dependent variable in a logistic regression (Forward LR method) the objective of which 

was  to discover the main factors associated with competitiveness. The independent variables 

in each regression were the four indicators and a set of variables drawn from each of the six 

areas covered by the questionaire.  These variables were selected by prior univariate analysis 

as significantly related to the Index of competitiveness.  

RESULTS 

The analysis for the two metropolitan areas combined 

Five factors were found to be related to competitiveness and the regression model gave a 

good fit to the data according to the Hosmer and Lemeshow procedure (χ2  = 8.567, d.f. = 8, P 

= 0,380) and showed a good Holdout cross-validation. The regression correctly classified the 

group membership (HIGH/LOW competitiveness) of 72.8% of all companies (74.2% for the 

LOW group and 71.5% for the HIGH group). The five factors associated with 

competitiveness were; level of inovation in the previous five years, level of information 

technology, use of the MRP method for planning production needs, Salary costs as a 

percentage of Total costs, use of Universities (other than for recruiting graduate staff). 

Further analysis showed that within each of the competitiveness groups (High/Low) there 

were no significant differences between Lisbon and Oporto companies on four of the five 

factors.  On the fifth factor, Salary costs as a percentage of total costs, ANOVA showed a 

significant interaction between Competitiveness and Metropolitan area.   

Inovation 

Two types of inovation were related to competitiveness. Product inovation and inovation in 

the production process. Significantly more Highly competitive companies had introduced new 

products and /or improved products in the previous five years, and in the case of improved 

products the improvements were in terms of quality rather than  materials or design.  

Significantly more competitive companies  had also changed the manufacturing process . 
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Information technology 

 Highly competitive companies had much more information technology than was the case 

with the low competitive companies. But competitiveness was associated with the possession 

of seven specific types of technology, four of which were concerned with the automation, 

or automatic control, of the production process. The seven types were; mainframe 

computers, CAD, CAD/CAM, communication network between work stations, robotic 

components, automated control of sections of the factory and production management assisted 

by computer. These seven types of technology were related to competitiveness in all sizes of 

company  (less than 50 employees, 50 – 100, 101 – 200 and greater than 200. 

Use of the MRP method for planning the needs of production 

The percentage of highly competitive companies using this method (39,4%) was 

approximately twice that of the low competitive (20,6%).  Moreover the use of this method 

interacted with the use of information technology to influence competitiveness.  64,5% of all 

companies above the median on the Information technology indicator were in the High 

competitive group.  But of the companies in this ‘high tec.’ group that also used MRP 73.3% 

were in the High competitive group.  Of the  companies in the ‘high tec.’ group that did not 

use MRP only 59.4% were in the High competitive group. 

Salary costs as a percentage of total costs 

Average Salary costs as a percentage of total costs was significantly lower in the High 

competitive group (22.5%) than in the Low group 35.7%.  In  the two metropolitan areas 

combined there was no significant effect of company size or level of information technology  

on salary costs as a percentage of total costs. 

Use of Universities    

Although comparatively few (20.8%) of the highly competitive companies made use of 

university services  the percentage of low competitive companies doing so was significantly 

less (9.0%).  The kind of service principally used was assistance in solving specific problems, 

including environmental problems, and this was  mainly on an ad hoc basis. 

The analysis for the Lisbon metropolitan area 

Five factors were found to be associated with competitiveness and again the regression model 

gave a good fit to the data (χ2 = 6.480, d.f. = 8, P = 0,594). It correctly classsified  the group 

membership of  71.4% of companies (70.0% in the Low competitive group and 72.6% in the 

High). The five factors associated with competitiveness were: Organizational change, 
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acquisition of services from external agencies, use of individual pay increases based on 

merit/worker performance, salary costs as a percentage of total costs, perceived importance of  

product price as a competitive advantage. 

Organizational changes 

The main organizational changes related to competitiveness were made by small or medium 

sized companies (fewer than 200 employees).  34.7% of the highly competitive companies of 

this size had decentralized decision making compared to 16.7% of the low competitive. 43.9 

% of the High had improved the flow of information in the company compared to 20.5% of 

the Low. In the High group 24.5%  of companies had created working groups/teams but only 

15.4% in the Low group, and 45.9% of the High group companies had created new methods 

for planning, controlling and managing production (28.2% Low). This last change was also 

related to competitiveness in large companies  (more than 200 employees) where 48.3% of 

the High group had created new methods compared to 28.9% of the Low group. Large 

competitive companies were also more likely to have created new departments/sections 

(36.7% compared to 13.2% in the Low group).   

Acquisition of services from external agencies 

Table 1 shows that in small and medium sized companies competitiveness was  significantly 

associated with the “buying in” of financial/auditing services and training courses but not 

accountancy services.  In large companies competitiveness was not related to the buying in of 

any of these services.  It is not clear why the small/medium sized competitive companies were 

more likely buy in financial/auditing and training services (but not accountancy services) 

though  the reason may be connected with the fact that 77% of these companies had graduate 

CEO’s while the corresponding figure for the low competitive companies of the same size 

was 47%. More highly educated CEO’s may consider that “in house” accountancy is essential 

for constant monitoring of the firm’s financial position, but that it is more cost-effective to 

buy in services that are only required periodically. 
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Table 1.  Percentage of companies acquiring various types of financial 

and training services from external sources 

Size of company  

<  200 empregados 

Size of company 

> 200 empregados 

Competitiveness Competitivieness 

 

Type of service aquired 

Low High Sig. Low High Sig. 

Accountancy 52,6 27,6 0,001 10,0 10,3 N.S. 

Financial/auditing services 28,2 41,8 0,05 80,0 74,4 N.S. 

Technical consultancy 

services 

29,5 38,8 N.S. 65,0 64,1 N.S. 

Training 28,2 51,0 0,002 70,0 74,4 N.S. 

 

Use of individual pay increases based on merit/jobperformance 

60.9% of  highly competitive companies used this type of pay increase compared to 42.2% of 

the low competitive. Its use was more common in highly competitive ‘hi-tec’ companies 

(69.3%) and less common in highly competitive ‘low tec’ companies (37.8%). Possibly ‘hi-

tec.’ competitive companies use this type of increase because man-computer systems confer 

little advantage unless the human component performs well. Thus in such companies high 

quality individual performance is likely to be highly valued and rewarded.  

Ssalary costs as a percentage of total costs   

Average salary costs as a percentage of total costs were 24.1% in the High competitive group 

and 33.0% in the Low group. Average salary costs were not influenced by level of 

information technology in either group, but in the Low group salary costs as a percentage of 

total costs was influenced by size of company (31.5% for companies with less than 200 

employees and 38.8% for those with more than 200).  

Perceived importance of product price as a competitive advantage 

The majority of companies in both the High and Low competitive groups perceived the price 

of their product to be a competitive advantage, but whereas 39.3% of the Low group believed 

it was a very important advantage only 26.8% of the High group believed this. 

The analysis for the Oporto metropolitan area 

Six factors were found to be associated with competitiveness and the regression model gave 

an acceptable fit to the data (χ2  =  13.227, d.f. = 8, P = 0,104). It correctly classified the 
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group membership of 72.9% of all companies (72.5% in the High competitive group and 

73.3% in the Low group). The six factors were: maintenance of contacts /relations with 

Centres of R&D,  use of the MRP method for planning production needs, changes in human 

resources management, salary costs as a percentage of total costs, use of individual pay 

increases based on contribution to the objectives of the company and use of general pay 

increases made in accordance with collective agreements.   

Maintainance of contacts /relations with Centres of R&D 

36.4% of companies in the Oporto area carried out their own R&D and 26.1% of the High 

competitive group maintained contact/relations with centres of R&D (8.9% in the Low 

group). But the tendency to keep links with R&D centres was influenced by size of company.  

66.7% of large highly competitive companies (more than 200 employees)  kept such links and 

47.6% used Centres of R&D for assistance in solving production problems.   In contrast only 

13.4% of small highly competitive companies maintained links with Centres of R&D.  

Use of the MRP method for planning production needs 

The proportion of companies in the  High competitive group that used  MRP was twice that in 

the Low group (High 38.6%  Low 17.7%). But use of MRP was especially strongly related to 

competitiveness in the group of ‘low tec.’ companies where 41.9% of the highly competitive 

used it compared to only 15.0% of the low competitive. 

Change in Human resources management 

The changes associated with competitiveness were, with one exception, made only by small 

and medium sized companies and concerned improved recruitment and selection (29.5% High 

group, 17.7% Low group) and  improved conditions of hygiene and safety (45.5% High group 

and 29.0% Low group). The exception concerned change in the ways information was spread 

through the company, which was a change  made by  47,6% of large highly competitive 

companies and 11.1% of large low competitive companies.  For small and medium size 

enterprises the corresponding percentages were 25.0% (High) and  6.5% (Low). 

Salary costs as a percentage of total costs 

For companies in the High competitive group  average Salary costs as a percentage of total 

costs was 20.2% while for those in the Low group it was 38.0%. The average salary 

costs/total cost ratio was  not significantly influenced by size of company in either group, 

though in the Low competitive group  it was influenced by the extent to which companies 

possessed information technology. Companies in the Low group having low levels of 
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information technology had an average salary costs/total costs ratio of 38.9% while for those 

having  high levels of information technology the ratio was 32.3%.   

Use of individual pay increases based on contribution to the objectives of the company 

In the High competitive group 43.2% of companies used this form of pay increase compared 

to 21.8% in the Low group.  The use of this type of pay increase was not significantly 

influenced by size of company but was influenced by the level of information technology.  In 

the group of ‘low tec’ companies 58.1% of  the highly competitive used this type of pay 

increase compared to  17.5% of those that were low in competitiveness.  Competitiveness was 

not associated with the use of individual pay increases based on the individual’s contribution 

to the objectives of the company in the case of  companies that used a great deal of 

information technology.  

Use of general pay increases made in accordance with collective agreements.  

The use of this type of pay increase was negatively related  to competitiveness irrespective of 

size of company and level of information technology. In the Low competitive group 68.5% of 

companies used this form of pay increase compared to 45.5% in the High competitive group.  

DISCUSSION 

As expected, two types of factor were related to competitiveness -- General Factors  which 

applied to companies in both metropolitan areas, and  Regional Factors which were rela ted 

to competitiveness in one area but not the other.  An exception to this occurred in the case of 

Salary costs as a percentage of total costs.  This appeared as both a General factor and a 

Regional factor in each area.  The reason for this was that, unlike the other General factors, in 

the analysis for both metropolitan areas combined average Salary costs not only differed 

significantly for high and low competitive groups but  also showed a significant interaction 

between competitiveness and metropolitan area. 

Further analysis of the General factors revealed that the likelihood of a company being highly 

competitive depended not only upon inovation in terms of the introduction of new products or 

products improved in quality, but depended also upon how the inovation was achieved.  For 

example, the conditional probability of a company being in the High competitive group given 

that it  had introduced new product(s) in the previous five years was 0.615.  If such a 

company were above the median in its level of information technology this probability 

increased to 0.716.  If the company also carried out  R&D the probability rose further to 0.766 

and if, in addition, it had introduced new methods for planning, controlling and managing 
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production the  conditional probability of being in the High competitive group became 0.857.  

Similar increases occurred in the case of improved products (from 0.567 to 0.800).   

The importance of how inovation was achieved can be seen in the fact that, for a company 

that had introduced new product(s) but had low information technology, did not carry out 

R&D and had not introduced new methods for planning, controlling and managing 

production, the conditional probability of being in the High competitive group was 0.313. 

These findings suggest that competitiveness in the two metropolitan areas is strongly related 

to product inovation brought about by the use of  R&D and the use of information technology 

for planning, controlling and carrying out production of new  products and products improved 

in quality. 

Competitiveness was also strongly related to reduced Salary costs as a percentage of total 

costs. In the Lisbon area the average salary costs/total costs ratio for highly competitive 

companies was 73% that of the low competitive companies, and in the Oporto area this figure 

was even lower (53%).  These percentages indicate that highly competitive companies have a 

substantial advantage in terms of salary costs in relation to total costs when compared to the 

low competitive companies,  though it was not clear from the research how this advantage 

was achieved. Clearly this is a point that needs a good deal more investigation. 

Competitiveness was significantly associated with the acquisition of  various types of  

specialized expertise from external agencies. These included (in both metropolitan areas) 

university services for assistance in solving specific types of problem, the use of financial 

/auditing services and training courses (in small/medium sized companies in the  Lisbon area) 

and services of Centres of R&D (in large companies in the Oporto area).  Perhaps this is not 

surprising.  To be highly competitive companies need to use  the best technical services they 

can and (especially for small/medium sized companies) it may not be economically 

appropriate for periodically required services to be furnished by full time ‘in-house’ experts. 

Competitiveness was associated with the  use of individual pay increases based upon some 

criterion of job performance. This type of pay increase tends to be perceived by employees as 

recognition of their individual value to the company and it has long been known that 

recognition of this sort  increases worker motivation  -- and to be highly competitive a 

company needs a  well motivated workforce. In contrast, the use of general pay increases 

made in acccordance with  collective agreements was negatively related to competitiveness. 

This type of pay increase is seldom perceived by employees as recognizing their individual 
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value to the company, and although such pay increases may operate to prevent or reduce 

dissatisfaction they tend not to have a positive motivating effect. 

In the Lisbon area certain organizational changes in small/medium sized companies were 

associated with competitiveness; in particular, the creation of working groups/teams, 

decentralization of decision making and improvement in the flow of information in the 

company.  These seem to represent at least a partial shift towards improved use of human 

resources through job enlargement/enrichment. In the Oporto area more basic changes in 

human resource management were associated with competitiveness – improved 

recruitment/selection of employees, improvements in hygiene and safety and changes in the 

way information was spread through the company.  
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Introduction 

 

From the theory of the international economics it is knowwn that the expenditure-switching 

policies primarily work by changing relative prices. The main form of such a policy is a 

change in exchange rates. i.e. a devaluation or a revaluation of the domestic currency. Direct 

controls can also be classified under this heading and are usually applied to restrict imports. 

Consumers will then try to buy domestic goods instead of imported goods, and hence direct 

controls can be viewed as a switching device.  

 

We shall, however, concentrate on a discussion of devaluation (Slovakia has experienced it in 

1993) to show how important is the theory to indicate the desired economic policy. 

 

Trade balance and the devaluation: the model 

 

The traditional approach to the effects of devaluation on the balance of trade runs in terms of 

elasticities (Bo Sodersten). The core of the traditional approach is contained in so-called 

Marshall-Lerner condition, which states that the sum of elasticities of demand for a country's 

export and of its demand for imports has to be greater than unity for a devaluation to have a 

positive effect on a country's trade balance  (A.P. Lerner).  If the sum of these elasticities is 

smaller than ubity, a country can instead improve its balance of trade by revaluation. 

 

Bo Sodersten showed us that if we want to express this condition in terms of formula, it can 

be set out as follows: 

 

   dB = kXf(e1m  + e2m  – 1)     (1) 
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where dB is the change in the trade balance, k the devaluation in percentage, Xf the value of 

exports expressed in foreign currency, e1m  the devaluing country's demand elasticity for 

imports (first country in the next text, reason for 1), and e2m  the second country's (say the rest 

of the world) demand elsticity for export from the devaluing country (Slovakia).  

 

It is easy to see from the expression (1) that the sum of the two critical elasticities has to be 

larger than unity for the trade balance to improve because of a devaluation. If the sum is less 

than unity, an appreciation should instead be used to cure a deficit in the trade balance. 

 

We in Slovakia have experienced that the devaluation leads to an increase in the price of 

imports. What the effect of this price increase will be depends on the elasticity of demand for 

imports. The larger it is, the greater will be the fall in the volume of imports. The value of the 

demand elasticity of imports depends, of course, on what type of goods the devaluing country 

imports. If a country primarily imports necessities, raw materials and goods needed as inputs 

for its industries (Slovakia is a typical country), the demand elasticity of imports may be very 

low, and a devaluation may not be a very efficient means of correcting deficit. 

 

We want to mention that the Marshall-Lerner condition set out in formula (1) is built on some 

strict simplifications. It assumes, roughly, that the supply elasticities are large and that the 

trade balance is in equilibrium when devaluation takes place. 

 

Let us start by setting out the following equation for the trade balance: 

 

   B1f = x1P2m  – m1P2x = X1f – M1f    (2) 

 

where B1f denotes the devaluing country's trade balance in foreign currency, where x1 and m1 

are devaluing country's volume of exports and imports, respectively; P2m  and P2x are the 

prices of imports and exports in second country (rest of the world); and X1f  and M1f  are the 

value of exports and imports in country one (devaluing), both denoted in foreign currency. 1 

 

Next we need to get is the differentiating of equation (2). Differentiating gives 

                                                                 
1 The principle of this approach was first developed by S.S. Alexander 
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   dB1f = dx1P2m  - dP2mx1 -  dm1P2x – dP2xm1 
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Now we define these four elasticities: 
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We observe from the way in which these four elasticities have been defined that that they will 

all be positive – barring Giffen goods. 

 

The theory assumes that we have price equalization between the two countries - expected case 

in market economies - through the exchange rate, r, so that we get 

 

   P2x = P1mr       (8) 

 

Differentiaiting equation (8) totally and adding in equation (8) gives 

 

   P2x + dP2x = P1mr + drP1m 
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         = (P1m+dP1m )r – k(P1m + dP1m)r   (9) 

         = (P1m  + dP1m)r(1 – k) 

 

In equation (9) we have introduced the devaluation coefficient k, which shows the relative 

change in the exchange rate. We can define k in the following way: 
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From equation (9) we can get 
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In a completely analogous way we deduce that 
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The relative changes in volumes and prices can now be expressed in terms of elasticities and 

the devaluation coefficient k. Using equations (5) and (12) we get 
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But dx1/x1 = s1x(dP1x/P1x). By substitution we get 
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From this follows 
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In an analogous way we can derive 
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Now using the last four expressions we get  the effect of a devaluation on the trade balance: 
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What does the (18) says? Expression (18) shows that the effects of the devaluation are 

somewhat more complicated than shown in equation (1); i.e. if we do not assume that supply 

elasticities are infinitely large the situation becomes somewhat more complex. If, to take an 

extreme example, we assumed that the supply elasticities were equal to zero there would be 

no improvement in the trade balance because of increasing exports but some improvement 

because of fall in demand for imports. 
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Generally speaking, we can say that if the elasticities are larger than unity, then the larger they 

are, both on the supply side and the demand side, the larger will be the improvement in trade 

balance. 

 

Sindy Alexander showed the way to arrive at formula (1) from (18). It is as follows: if supply 

elasticities tend to infinity, then 
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If, furthemore, k is small, we get 
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But if k is small and if we assume that trade is balanced before the devaluation, we get 

 

 dB1f = kM1f(e2m + e1m – 1)       (1) 

 

We have now set out the main parts of the elasticity approach to devaluation. The dubious 

aspect of this approach is that it is built on a parital type of theorizing and that it does not take 

into account consideration of general equilibrium. 

 

Conclusions  

 

Demand and supply elasticities are conventionally defined ceteris paribus, i.e. other prices 

and incomes are supposed to be constant, but in devaluation prices and incomes will certainly 

change. Therefore, the use of partial elasticities in connection with devaluation can easily be 

misleading. What one would like to know is the value of the "total" elasticities, i.e. the value 

of an elasticity when all the factors involved in the devaluation change. Such a total elasticity 

measures  how quantities are affected by price changes when everything likely to change has 



Foreign Trade, Devaluation and Elasticities: A Model Approach 80 

done so. This is, however, not an operational concept, as it will never be possible to know in 

advance the values of such elasticities. 

 

The result of  devaluation depends not only on partial elasticities but also on the aggregate 

behavior of the economic system. In the literature is known an alternative approach to the 

effects of devaluation in macro terms. It is known as the absorption approach. 
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1.  Introduction 

     The Analytic Hierarchy Process (AHP) is according to Saaty [5] a general theory of 

measurement applied within elaborate ordered structures to derive ratio scales from paired 

comparisons on a group of homogeneous elements with respect to common attributes and 

synthesize these scales to a unidimensional ratio scale. Such a scale enables one to rank the 

activities involved in the structures, make choices and allocate resoursec to these choices in 

proportion to their derived ranks. Many problems involve the assignment of priorities to a set 

of objects, projects, products, etc. 

     Preferences are expressed in a form of pair-wise comparisons, rather than as weights. The 

AHP has been used in numerous applications in decision making, planning, benefit / cost and 

risk analysis and many other multicriteria problems. Our special interest was caused by the 

work of  Gass [3], who applied this technique to determine priorities and weights for large 

scale linear goal programming. However, when we studied the AHP problem in detail, we 

found out that different solutions can lead to different results. In this note we want to 

demonstrate this by a comparison of two solution approache to the AHP problem. 

 

2.  Formulation of the AHP problem and description of solutions  

     The AHP problem can consist of several subproblems. For our analysis we will use only 

the following basic formulation. Let ( )jiaA = is  n x n matrix  satisfying: 

0 < 
ij

ji a
1

a = . 

These are approximate judgments of the ratios of the underlying weights associated with 

objects i and j. The purpose is to retrieve weights  iw  from A such that  iw / jw  will 

approximate jia  in some sense. 

     Let  ( )kww =  is an n – dimensional vector satisfying 
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                                                             kw > 0,     1w
n

1k
k =∏

=

                                             (1) 

and  ( )jivV =  is any  n x n matrix satisfying  iji wv = / jw  for some vector w. The 

expression (1) represents multiplicative normalization induced by the multiplicative nature of 

the problem. The data are given in terms of ratios and A is consistent if and only if for all i, j 

and k;   jkkiji aaa ⋅=   . 

     For our comparison we are interested in two solutions of our AHP problem. The first 

approach to this problem was proposed by Saaty. It consists in taking as weights the 

components of the (right) eigenvector of the matrix  A. In our notation the eigenvector is 

defined by 

                                                  ( ) wAw,wAe maxλ== ,                                                (2) 

where  maxλ  is the largest eigenvalue of  A. It must be noted that this eigenvector solution is 

normalized additively, i. e. 

                                       ( ) .1w,wAw,wAe
n

1k
kmax =λ== ∑

=

                                     (3) 

     A number of authors have suggested alternatives to this approach. For example, the 

eigenvector method was criticized in [2]. The authors pointed out that there is a little 

justification for the use of eigenvectors to derive the requisite weights. There are also other 

mathematical arguments against using the eigenvector to estimate the underlying scale for this 

problem. In [1] the authors indicate that the eigenvector solution violates the sense of 

consistency and does not take into account the multiplicative nature of the problem. 

     The second solution to the AHP problem is the geometric mean defined by 

                                              ( ) ( )n
1n

1j
jii aw,wAg ∏

=

==  .                                           (4) 

     The authors of [1] proposed an axiomatic approach of this solution. They have shown that 

this solution satisfied a set of basic consistency axioms. Moreover, in [2] it is shown that the 

geometric mean can be derived from the solution of two optimization problems. The 

geometric mean solution can be derived as the solution of the following optimization 

problem: 
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> 0,   i = 1, 2, …, n.                     

     The geometric mean can be also derived with the help of an information theory approach. 

If one normalizes  w  then it can be viewed as a probability measure. In an information – 

theoretic sense the problem is to determine the vector  w  that is as close as possible to the 

collumns of  A. For that purpose one can use the minimum discrimination technique (basic 

notions of MDI measures we described in [4]). The corresponding optimization problem 

becomes 
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     We will not pay attention here to a detail analysis of these problems, instead of this we 

present an illustrative example. 

 

3.  An Example 

     For our purpose we selected the school selection example given in [6]. The author assumes 

that the decision maker is faced with comparison of high schools A, B and C according to 

their desirability. The comparison is based on six criteria or characteristics: learning (L), 

friends (F), school life (S), vocational training (V), college preparation (C) and music classes 

(M). The pairwise judgment matrix comparing the characteristics with respect of overall 

satisfaction with school is described in Table 1. It is labeled accordingly with  O  in its left-

top corner. Table 2 contains the six  3x3 judgment matrices corresponding to these six 

criteria, each labeled in its left-top corner. 
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O L F S V C M 

L 1 4 3 1 3 4 

F 1/4 1 7 3 1/5 1 

S 1/3 1/7 1 1/5 1/5 1/6 

V 1 1/3 5 1 1 1/3 

C 1/3 5 5 1 1 3 

M 1/4 1 6 3 1/3 1 

Table 1. 

 

L A B C F A B C S A B C 

A 1 1/3 1/2 A 1 1 1 A 1 5 1 

B 3 1 3 B 1 1 1 B 1/5 1 1/5 

C 2 1/3 1 C 1 1 1 C 1 5 1 

V A B C C A B C M A B C 

A 1 9 7 A 1 1/2 1 A 1 6 4 

B 1/9 1 1/5 B 2 1 2 B 1/6 1 1/3 

C 1/7 5 1 C 1 1/2 1 C 1/4 3 1 

Table 2. 

 

 

     The eigenvector solution computed by Saaty for matrices in Table 1 and Table 2 is given 

in Table 3 (labeled as e ). Here the first three entries in each row are components of the 

eigenvector of the corresponding matrix in Table 2. The six number in the fourth column 

labeled as O are the components of the eigenvector of the matrix in Table 1 (here the results 

are rounded from the original table). All eigenvectors are normalized additively. The 

combined overall solution vector is given by  

 

w = (0.37,  0.38,  0.25). 
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e  A B C O 

L 0.16 0.59 0.25 0.32 

F 0.33 0.33 0.33 0.14 

S 0.455 0.09 0.455 0.03 

V 0.77 0.05 0.18 0.13 

C 0.25 0.5 0.25 0.24 

M 0.69 0.09 0.22 0.14 

Table 3. 

 

     The first component of w is the weighted arithmetic mean of the column A in the Table 3, 

with the column O entries serving as weights. Similarly, the two other components of w are 

computed. The optimal choice by this solution approach is thus high school B with 2w / 1w = 

1.03. Now we will use the geometric mean solution to the same problem. It is given in the 

same format in Table 4. The solution to the matrix in Table 1 is given in the column O. It is 

normalized additively (the sum of its components is 1) since it is not in the lowest level of the 

hierarchy. Solutions to the matrices in Table 2 are normalized multiplicatively – the product 

of component is 1, since it is in the lowest level of the hierarchy. The combined overall 

solution vector w is the geometric mean of these vectors with the components of O vector 

serving as weights 

654321 O
M

O
C

O
V

O
S

O
F

O
L wwwwwww ⋅⋅⋅⋅⋅= . 

 

     All operations are componentwise. All six vectors are 3-dimensional with the components 

of Lw  being in first three entries of the row L of Table 4 , etc. The solution is also 3-

dimensional and is given by  w = (1.11,  1.001,  0.899). It clear that by construction vector w 

satisfied the multiplicative normalization. The optimal choice in this case is high school A, 

with  1w / 2w  = 1.11. 
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w A B C O 

L 0.55 2.08 0.87 0.32 

F 1 1 1 0.14 

S 1.71 034 1.71 0.03 

V 3.98 0.28 0.89 0.12 

C 0.79 1.59 0.79 0.24 

M 2.88 0.38 0.91 0.15 

Table 4. 

 

4.  Concluding remarks 

     In this note we compared two solution approaches to the AHP problem. We emphasized 

that a number of authors provided many arguments against using the eigenvector as a solution 

of the AHP problem. The eigenvector can lead to a wrong solution because it violates basic 

sense of consistency. Generalization of the eigenvector method can lead to nonuniqueness, 

which produces different solutions depending on whether one uses the right or left 

eigenvector. 

     The alternative solution obtained by the geometric mean eliminates these shortages. 

Besides the geometric mean can be derived by several approaches. We point out here 

derivations of the geometric mean as the solution of the optimization problems (5) and (6). 

These approaches also allow interpretations of the dual solutions. It will also interesting to 

compare solutions of the AHP problem obtained from these optimization problems with 

previous solutions. 
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Date of Speculative Attack-Crises of Exchange Rates 
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A fundamental proposition of the open economy macroeconomics is that viability of a 

fixed exchange rate regime requires maintaining long-run consistency between monetary, 

fiscal and exchange rate policies. Excessive domestic credit growth leads to a gradual loss of 

foreign reserves and ultimately to an abandonment of the fixed exchange rate. The central 

bank is enable of defending the parity any longer.  

In paper, Krugman (1979) showed that under a fixed exchange rate regime domestic 

credit creation in excess of money demand growth leads to a sudden speculative attack against 

the currency that forces the abandonment of the fixed exchange rate and the adoption of a 

flexible rate regimes. 

During the year 1998 the Slovak currency was overvalue, the purchasing power parity 

and interest rate parity, respectively did not valid. In August 1998 reserves of the foreign 

currencies in the Slovak National Bank fall to the lower bound. The result was the devaluation 

of the currency and from the October 1998 the fixed exchange rate was changed to the 

flexible one.  

Over past year, a large theoretical approaches has focused on the short- and long-run 

consequences of incompatible macroeconomics policies for the balance of payments of a 

small open economy in which agents are able to anticipate future decision by policymakers. 

In our paper we present a single-good full employment small open economy model 

that specifies the basic theoretical framework used for analyzing balance of payments crises. 

The model provides an explicit calculation of the time of occurrence of the crisis by assuming 

that the exchange rate in the post-collapse regime is allowed to float permanently. 

 

A model of a small open economy 

Consider a small open economy whose residents consume a single tradable good. 

Domestic supply of the good is exogenous, and its foreign-currency price is fixed. The 

domestic-price level is equal, through a purchasing power parity condition, to the nominal 

exchange rate. Agents hold three categories of assets: domestic money  (which is not held 

abroad) and domestic and foreign bonds, which are perfectly substitutable. There are no 

private banks, so that the money stocks is equal to the sum of domestic credit issued by the 
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central bank and the domestic-currency value of foreign reserves held by the central bank. 

Foreign reserves earn no interest, and domestic credit expands at a constant growth rate, 

agents are endowed with perfect foresight. 

The model is defined by the following set of equations: 

mt − pt  = ϕy −α it   ϕ, α > 0   (1) 

       mt  = γDt + (1 − γ) Rt  0 < γ < 1   (2) 

      Dt‘ = µ     µ > 0    (3)  

       pt  = et         (4) 

                              it   =  i∗  + et‘       (5) 

Where: mt  is the nominal money stock,  

Dt   is domestic credit, 

Rt   is the domestic currency value of foreign reserves held by the central bank, 

  et   is the spot exchange rate, 

 pt  is the price level, 

 y         is exogenous output,  

 i∗        is the foreign interest rate (assumed constant), 

 it   is the domestic interest rate. 

All variables except interest rates are measured in logarithms. 

Equation (1) defines relation between the real demand for money and the domestic 

interest rate. Equation (2) denotes a logarithm-linear approximation of the money stock as the 

stock of reserves and domestic credit. The money stocks grow at the rate µ, equation (3). 

Equations (4) and (5) relate, respectively, purchasing power parity and uncovered int erest rate 

parity. 

Assume that δ = ϕy − αi∗  and combining equations (1), (4) and (5) yields 

  mt − et  = δ − aet
∗,          δ > 0.    (6) 

Under a fixed nominal exchange rate regime, et = e and  et ’ = 0 so that 

  mt − e  = δ,        (6’) 

which indicates that the central bank accommodates any change in domestic money demand 

through the purchase or sale of foreign reserves to the public. Using equation (2) and (6’) 

yields 

and using (3) 

(7)                                                                                  
1 γ

γδ
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Equation (8) indicates that if domestic credit expansion is excessive, reserves are run down at 

the rate proportional to the rate of credit expansion. Any finite stock of foreign reserves will 

therefore be exhausted in finite of time. 

Suppose that the central bank announces at time t that it will stop defending the 

current fixed exchange rate after reserves reach a low bound RD, at which point it will 

withdraw from the foreign exchange market and allow the exchange rate to float freely. With 

a positive rate of domestic credit growth, rational agents will anticipate that without 

speculation reserves will eventually fall to the lower bound (zero) and will foresee therefore 

the ultimate collapse of the system. To avoid losses at the time of collapse, speculators will 

force a crisis before this point is reached. Then problem is to determine the exact moment at 

which the fixed exchange rate regime is abandoned or, equivalently, the time of transition to a 

floating rate regime. 

 

The shadow floating exchange rate 

The shadow floating rate is the exchange rate that would achieve if reserves had fallen 

to minimum level and the exchange rate were allowed to float freely. From this point of view, 

the time of collapse is found at the point where the shadow floating rate, which reflects 

market fundamentals, is equal to the prevailing fixed rate. If depreciated fixed exchange rate 

exceeds the shadow-floating rate, the fixed rate is not viable. 

In equilibrium, under perfect foresight, agents can never expect a discrete jump in the 

level of the exchange rate since a jump would provide them with profitable arbitrage 

opportunities. If the shadow floating rate falls below the prevailing fixed rate, speculators 

would not profit from purchasing the government’s reserves stock and precipitating the 

adoption of a floating rate regime, since they would experience an instantaneous capital loss 

on their purchases. Symmetrically, if the shadow-floating rate is above the fixed rate, 

speculators would experience an instantaneous capital gain. Competition of the speculators 

eliminate such opportunities and their behaviour leads to an equilibrium attack, which 

incorporates the arbitrage condition that the pre-attack fixed rate should equal the post-attack 

floating rate. 

(8)                                                                      
1

          ,'

γ
γ

θ
θ
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The shadows floating exchange rate is achieved through following considerations: 

1.   The floating exchange rate is equal  

  et  = k0 + ktmt ,       (9) 

      where k0  and kt are undetermined parameters.   

2.   Nominal level stock, when reserves reach their lower level RD, is equal 

     mt  = γDt + (1 − γ) RD, and  under floating rate regime  mt’  = γDt’ where Dt‘ = µ. 

From this equations yields 

  e t ‘ = k1 γµ         (10) 

In the post-collapse regime, therefore, the exchange rate depreciates steadily and 

proportionally to the rate of growth of domestic credit. Substituting (10) in (6) yields, with 

δ=0 for simplicity, 

 et = mt + α k1 γµ.       (11) 

Comparing equation (11) and (9) yields 

  k0 = α γµ. k1 = 1. 

From equation (3), Dt = D0 + µt. Using the definition of mt given above and substituting in 

equation (11) yields 

   et = γ (D0 + αµ) + (1 − γ) R + γµt.     (12) 

 

Date of speculative attack 

The fixed exchange rate regime collapses when the prevailing parity e equals the shadow 

floating rate et . From (12) the exact time of collapse T is obtained by setting e = et, to that 

 

or, since from equation (2) and (6’) e = −γD0 + (1 − γ)R0, 

where R0 denotes the initial stock of reserves. 

 Equation (13) indicates that, the higher the initial stock of reserves is, the lower the 

critical level, or the lower the rate of credit expansion is, the longer it will take before the 

collapse occurs. Without speculation, α=0 and the collapse occurs when reserves are run 
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down to the minimum level. Setting α=0 in equation (13) yields the time of ”natural 

collapse”. The interest rate elasticity of money demand determines the size of the downward 

shift in money demand and reserves that takes place when the fixed exchange rate regime 

collapses and the nominal interest rate jumps to reflect an expected depreciation of the 

domestic currency. The larger α is, the earlier is the crisis. 

 The analysis therefore implies that the speculative attack always occurs before the 

central bank would have reached the minimum level of reserves in the absence of speculation. 

To determine the stock of reserves just before ate attack (Th - marginal) use equation (7) to 

obtain, with δ=0, 

where  DTh = D0 + µTh, so that 

Using equation (13) yields 

 e −γD0 = γµ(Th + α) + (1 − γ)RD.      (15)    

Combining (14) and (15) finally yields 

 RT h = RD + µα/θ.        (16)  
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1    Introduction 

Multicriteria evaluation of alternatives belongs among the basic decision problems of 

multicriteria decision making with very large possibilities of real applications (evaluation of 

investment alternatives, evaluation of credibility of bank clients, rating of companies, 

consumer goods evaluation and many others). The theory of multicriteria  evaluation of 

alternatives is very good established and there are available many different methods for this 

kind of problems. From the decision maker’s point of view the wider utilisation of 

multicriteria evaluation techniques depends on the availability of the powerful and user-

friendly oriented software tools. The paper describes simple application for multicriteria 

evaluation of alternatives developed under MS Excel environment as standard add- in 

application written in Visual Basic for Application (VBA). The name of the system is 

SANNA (System for ANalysis of Alternatives). 

The multicriteria evaluation of alternatives problem is usually defined by criterion matrix 

as follows: 

 



















nk2n1n

k22221

k11211

n

2

1

k21

yyy

yyy
yyy

  

X

X
X

Y Y  Y         

…
OM
…
…

M

…

 

where X1, X2, ..., Xn is the set of n alternatives to be evaluated by k criteria Y1, Y2, ..., Yk and 

yij, i=1,2,...,n, j=1,2,...,k is the criterion value of the alternative Xi with respect to its 

evaluation by criterion Yj. The criterion values are the basic input values for solving 

multicriteria evaluation of alternatives problems.  

Multicriteria decision problems must always be solved with respect to the final objective of 

the evaluation. The objective of the evaluation can influence the selection of the solving 

                                                 
1 The paper is supported by the Grant Agency of Czech Republic – grant no. 402/98/1488 and corresponds to the 
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technique and information that must be specified before or during the evaluation process. The 

basic objectives of the evaluation of alternatives are: 

• selection of the “best” alternative, 

• complete ranking of alternatives, 

• classification of the alternatives (splitting of the alternatives into several classes, e.g. ABC 

analysis), 

• selection of the subset of “good” alternatives. 

The SANNA system does not contain an expert system that could help to decision makers to 

select the best solution technique for solving their problems depending on the objectives of 

the evaluation. However, the evaluation methods containing in the SANNA system belong 

among the standard and most often used techniques and can usually be used in most cases.  

All the decision methods supported by SANNA system expect the knowledge of the 

information about the decision maker’s preferences of the criteria in the quantified form. This 

means that the decision maker must input the weights of the criteria – w1,  w2, ..., wk. The 

specification of the weights is facilitated by the special module of SANNA that helps to 

estimate the weights by simple well-known methods. 

 

2    General structure of the application 

SANNA is the standard MS Excel add-in application. After the user opens this application 

the new SANNA menu item is added into the basic Excel menu bar. Simultaneously the 

SANNA toolbar with buttons for easy working with the application is opened (see Fig. 2). 

The structure of the SANNA menu corresponds to the structure of the application. The 

SANNA system consists of five basic modules plus simple help tool (each module 

corresponds to one item of SANNA menu): 

1. Data management module. 

SANNA works with standard .xls worksheets. Input data information of the decision 

problem with the criterion matrix is placed in this worksheet in the sheet named “data”. 

Data management module either opens new data sheet (if does not already exists) based on 

specification of the basic parameters of the problem (the number of alternatives and 

criteria) or deals with the current data sheet. The basic functions for dealing with the 
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current data set are adding of the new alternative or criteria or removing the alternative or 

criteria marked by the active cell of the sheet. 

2. Non-dominance filter. 

This module makes it possible to test the non-dominance of alternatives in the current data 

set. The alternatives are marked according to the results of the test as dominated or non-

dominated. Another feature of the module is the possibility to remove the dominated 

alternatives from the data set. The removing of dominated alternatives is non-reversible. 

3. Estimation of weights module. 

The decision maker can specify the weights of the criteria either directly by their setting in 

the data sheet or by means of three simple well-known methods supported by estimation of 

weights module. The decision maker can use the following techniques: 

- scale method (weights are set in any numerical scale and normalised), 

-  Fuller method (based on paired comparisons of the criteria and selection one of the 

following: one of the criteria is more important or both the criteria are equally 

important), 

-  AHP (based on the standard Saaty’s scale) – uses either eigenvector calculation or 

logarithmic least square method (approximation of the eigenvector); the consistence of 

the comparison matrix is checked. 

The estimation weights module contains the function that transmits the weights calculated 

by above mentioned methods into the data sheet and the function than graphically presents 

the weights. 

4. Methods for multicriteria evaluation of alternatives. 

The current version of the SANNA system supports five basic methods for multicriteria 

evaluation of alternatives (WSA, TOPSIS, ELECTRE I, PROMETHEE I, II and 

MAPPAC). All the methods need the knowledge of the weights of the criteria. ELECTRE 

and PROMETHEE class methods require specification of some additional parameters. A 

brief characteristics of the available methods is following: 

WSA  

The WSA method is based on linear utility function. This method computes the global 

utility of the alternatives as the weighted sum of no rmalised criterion values. The method 

provides complete ranking of alternatives according to their global utilities. 
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TOPSIS  

The TOPSIS method is based on the computation of global utilities of alternatives 

according to their closeness to the ideal criteria values and distance from the nadir criteria 

values. Analogous to the WSA the TOPSIS method provides complete ranking of 

alternatives according to their global utilities. 

ELECTRE I  

The basic output of the ELECTRE I method is the split of the set of alternatives into two 

disjoint subsets of efficient and inefficient alternatives. Except the criterion matrix and 

weights of the criteria the user must specify a concordance and discordance thresholds. The 

final result of the evaluation (subset of efficient and  inefficient alternatives) is often very 

sensitive on the above mentioned thresholds. The user can repeat the calculation with 

different sets of thresholds and compare the results. 

PROMETHEE I and II  

The PROMETHEE methods need the knowledge of criterion matrix, weights of the criteria 

and preference functions of criteria with their parameters for measuring the strength of the 

preference of the pairs of alternatives with respect to the given criterion. SANNA uses the 

same types of preference functions as proposed by authors of the method in [1]. 

PROMETHEE I method provides partial ranking of alternatives, PROMETHEE II method 

offers complete ranking according to the net flow values. 

MAPPAC  

The MAPPAC method works with the criterion matrix and weights of the criteria only. 

The method splits the alternatives into several preference groups. The evaluation of 

alternatives by this method can be very long for problems with several tens of alternatives 

comparing to other supported approaches. 

 

 

5. Report wizard. 

The successfully completed evaluation by any of the methods adds a new sheet into the 

active worksheet with basic information about the results. By report wizard the user of the 

application can build his own output sheet with the results in the user-defined form. The 



MS Excel based system for multicriteria evaluation of alternatives 97 

user selects required items for the report from the set of items associated to the current 

method (including simple graph presentations of results). The basic window of the report 

definition for TOPSIS method is presented on Fig. 3. 

6. Help. 

SANNA contains simple help window that can be activated from the SANNA menu or by 

the appropriated button on the SANNA toolbar. 

 

3    Using the application 

The application can solve multicriteria decision problems with maximum 100 alternatives 

and 50 evaluation criteria. Typical sequence of steps in processing a decision problem by 

SANNA is as follows: 

1. Building the new data set. The user works with any existing spreadsheet file and calls the 

command Data-New data set. This command displays the dialogue window Parameters of 

the problem (Fig. 1) and the user must specify number of alternatives and criteria. Then a 

new sheet “data” containing the table for input/edit of the problem is added into the active 

worksheet. The “data” sheet for a problem with 6 alternatives and criteria is presented on 

Fig.2. Except the basic form of the “data” sheet fig.2 shows the basic menu of SANNA and 

its set is control buttons. Once the worksheet with the “data” sheet is created it can be 

saved and used at any time.  

 

Fig. 1 – SANNA – Specification of parameters of the problem. 

2.  Test of non-dominance of the set of alternatives and possibly reduction of the set of 

alternatives by removing of dominated ones. 

3. The weights of criteria can be inserted either directly into the “data” sheet or by means of 

one of the available methods. The results of calculation of weights are placed into new 
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sheet that is added in to the worksheet (this sheet is named in accordance with the name of 

the method used). After the weights are calculated they can be transmitted into the “data” 

sheet by command Weights-Apply weights. For this command the sheet with results of 

weights calculation must be active. Weights contained in the “data” sheet are used as 

inputs for all of the available multicriteria evaluation methods. 

 

 

Fig. 2 – SANNA – Data sheet. 

4. Application of any of the available multicriteria evaluation methods. WSA, TOPSIS and 

MAPPAC methods need the knowledge of weights of criteria only. In addition ELECTRE 

I requires specification of concordance and discordance thresholds and PROMETHEE 

method need input of types of preference functions and their parameters. The basic results 

of calculations are placed in new sheets named according to the appropriate method. 

5. By the command Report wizard the report definition window is displayed and the user can 

define the form of the created report. The standard form of the report definition window is 

presented on Fig.3 (the example is for PROMETHEE method). Before the Report wizard is 

activated any sheet with results of the evaluation must be active. The created report is 

placed into the new separate sheet.  
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Fig. 3 – SANNA – Report wizard. 

The advantage of SANNA consists in the possibility to solve one problem (defined in the 

“data” sheet) by several methods or by one method by using several weights vectors. All the 

results for one problem are placed into separate sheets of the active worksheet and in this way 

they can be very simply compared. SANNA is building in user- friendly MS Excel 

environment. That is why it can be used without problems on all computers (with Excel) and 

no special installation is required. 

The time of evaluation of a multicriteria decision problem of the limiting size (100 

alternatives and 50 criteria) by all the methods except MAPPAC is in seconds (several tens of 

seconds for PROMETHEE class methods). For the MAPPAC method the same time in in 

several minutes. Naturally the time depends on the computer performance – the presented 

values hold for PIII/450MHz. 

SANNA is created as the modular system. That is why it should not be difficult to extend 

its possibilities e.g. by adding new methods for multicriteria evaluation or improving outputs 

(graphical presentation of results). It will be our effort in the future. 
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1. Introduction

When an administration system of a region is changed, a repartition of the region to subregions

is performed. The repartition is usually accompanied by location of subregion centres. These both

activities, the location and subregion forming, have direct impact on public service accessibility.

Considering the fact that public services are located in a centre of subregion, the accessibility can be

easily evaluated as an average distance of a subregion inhabitant from the subregion centre. This

parameter is possible to compute for the whole region, when a centre location and a dwelling place

assignment to the individual subregions is known. Furthermore, it is possible to formulate an

associated model of mathematical programming and to solve the problem of optimal centre location

and optimal assignment exactly. However the above quantified accessibility does not cover the whole

quality of the region partitioning, because it has also some economical aspects. These aspects do not

enable to create arbitrary number of subregions nor to locate a subregion centre at arbitrary place.

This is the reason, why number p of  subregions and list I of possible centre locations are given in the

above mentioned problem. But not even this inputs let us express the fact that the possible locations

differ in infrastructure and other equipment necessary for the location of  a subregion centre. To

evaluate the cost of the missing equipment is very hard task and furthermore it would be very

intricated to express the accessibility in the same financial units. That is why the lack of equipment in

the individual possible locations is estimated by experts using some weights. These estimated weights

however must be taken as uncertain values. In the following  sections we show an approach based

on the theory of fuzzy sets, which enables us to handle the uncertainty in this location and region

partitioning problem.

2. Classical approach to region partitioning

The classical approach [1] starts from the presumption that there are known fixed charges fi,

which express the lack of equipment at a possible centre location i∈I. The public service accessibility
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is evaluated with costs cij = dijbj for dwelling place  j∈J and possible centre location i∈I where, dij 

denotes the distance between places i and j and bj is number of inhabitants of dwelling place j.  

Having introduced 0-1 variables yi ∈ {0,1}for each i∈I, which describe  the decision if a centre is or 

is not located  at place i and variables x ij ∈ {0,1} for each pair i, j, i∈I, j∈J, which assign dwelling 

place j to centre location i, we can set the following model of the total accessibility maximization with 

regard to the weights. 

minimize 
i I∈
∑  fi  yi + 

i I∈
∑

j J∈
∑  cij  x ij (1) 

subject to 
i I∈
∑ x ij  = 1 for j∈J (2) 

 x ij ≤ yi for i ∈ I and j∈J (3) 

 
i I∈
∑ yi  ≤ p  (4) 

 

In this model, constraints (2) ensure that  each dwelling place must be assigned to exactly one 

subregion and constraints (3) force placement of a centre at location i whenever a dwelling place is 

assigned to centre location i. Constraint (4) ensures that the total number of the placed centres does 

not exceed the given number p. 

The problem (1)-(3) is known as the uncapacitated location problem and it can be effectively 

solved making use of implementation of the branch and bound method with Erlenkotter’s lower 

bounding [2]. Computation behaviour of the technique was broadly examined in [5] and it was 

shown that this approach is able to manage large size problems of practice. The whole problem (1) - 

(4) can be easily transformed to (1) - (3) using Lagrangean relaxation for the constraint (4) and using 

algorithm from [4]. 

When uncertainty of the coefficients fi is taken into account, sensitivity analysis is usually 

performed. Due the large size of problem it is impossible to investigate dependence of the optimal 

result on a change of each coefficient. That is why the coefficients  are simultaneously changed. The 

fixed charges are modified according to the terms fi = α fi for i∈I. The parameter α is changed over 

an interval with some finite step. A sequence of optimal results is obtained this way and influence of 

uncertainty on region partitioning and subregion centres location can be studied. 



Forming of Transport-Optimal Region with Uncertain Weights of Regional Centres 103 

3. Fuzzy approach to the region partitioning 

In the theory of fuzzy sets [7] an 

uncertain value is described by so called 

triangular fuzzy number. When triangular 

form of fuzzy numbers is used, then 

uncertain value c is described by triple < 

c1,  c2, c3> and the membership function 

in Fig. 1 describes power of assertion 

that a value belongs to c. 

Fuzzy numbers can be added, subtracted, multiplied and divided. When coefficients cj of an 

objective function F = c1x1 + c2x2 +...+cnxn are fuzzy numbers, then value of the objective function 

is also a triangular fuzzy number for a given set of variable values. This fuzzy number can be written 

as 

F(x) = <F 1(x), F 2(x), F 3(x)> = 

c x c x c xj j j j
j

n

j j
j

n

j

n
1 2

1

3

11

, ,
= ==

∑ ∑∑ .  

To evaluate power of  value 

membership, a term called„level of 

satisfaction“ is introduced. It is said that 

value f belongs to fuzzy number F at level 

of satisfaction h if membership function of 

the fuzzy number F has value greater or equal to h for argument f (see Fig. 2). 

So the minimal value of F(x) at level of satisfaction h is  F1(x) + (F2(x)-F1(x))h. Standard way of 

mathematical problem solution with fuzzy coefficients consists in previously defining desired level of 

satisfaction h* and in standard linear programming problem solution, which objective function f(x) is 

given by the following term [7]. 

f(x) = [ ]( )* *h c h c xj j
j

n

j− +
=

∑ 1 1 2

1

 (5) 

 

 

Fig. 1 

Fig. 2 
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Credibility of the associated result of 

this approach depends on expert’s 

experience in determining suitable level of 

satisfaction. 

We suggested other approach [3] 

providing crisp values of the decision 

variables. The approach is based on fuzzy 

set Fs, which expresses that „value of F is 

small“ with membership function shown in 

Fig. 3, where Fmin and Fmax denote 

minimal values of F1(x) and F2(x) 

respectively over set of feasible solutions. 

In our approach we search for feasible 

solution x*, for which membership function 

of fuzzy set „ F(x)andFs“ obtains maximal value h (see Fig. 4). 

The maximal value h of membership function of fuzzy set F(x)andFs for a given x has to satisfy 

following equality F1(x)+(F2(x)-F1(x))h=Fmax-(Fmax-Fmin)h in the cases when F1(x)≤Fmax holds and 

in the opposite cases h can be set to zero. For the former case we get 

h(x) = 
F F

F F F F

max

max min

( )
( ) ( )

−
− + −

1

2 1

x
x x

 (6) 

and we seek for x* maximizing h(x), what is a non-linear programming problem. The approximate 

solution of the problem can be obtained by the following numerical process. 

(i)  Set h at an initial positive value near zero. 

(ii)  Minimize following objective function F1(x)+(F2(x)-F1(x))h over set of feasible x and denote 

x(h) as the associated optimal solution. 

(iii)  Compute h(x(h)) according to (6). 

(iv) If  h-h(x*(h)) < ε then stop else set h=h(x*(h))  and go to (ii). 

4. An estimation of the city weights 

 

 

Fig. 4 

Fig. 3 
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In general, it is almost unsolvable problem to determine the weights so that they express the city 

inconvenience for subregion centre location and do not suppress value of the accessibility. However 

we try to establish several useful rules how to determine an interval for the weights not to harm the 

objective function. The resulting value of the Lagrangean multiplier introduced for constraint (4) in the 

problem (1) - (4) with zero charges fi may be used as an upper bound on these weights.  If greater 

values are used, then the optimal solution (1) -(4) could contain less subregions than p. As an general 

lower bound on the weights once again a resulting value of the Lagrangean multiplier can be used, 

but this time it should be obtained from the problem where p+1 subregions are formed. This way we 

can get upper and lower bound on the weights. Having determined this basic interval <f 1 , f 3 > for 

the weights, two types of the fuzzy weights can be introduced. The first type of fuzzy weight <f 1 ,f w, 

f 3 > may serve as a weight of a city, which used to be a centre and is well equipped for new centre 

location without any additional investment. In this case, value f w is placed approximately in the first 

third of interval. The second type of fuzzy weight <f 1 ,f u, f 3 > is used to appreciate unsatisfactory 

equipped cities. In this case, value f u is chosen from the third third of the interval. The individual city 

weight of the both types may by modified in accordance to some parameter of a city. One of the 

relevant city parameter could be number n of city inhabitants. Then the above mentioned weights can 

take form of < f  1 , f 3 -(f 3 -f w)√(n/nmax), f3 > or the form of <f 1 , f 3 -(f 3 -f u)√(n/nmax), f 3> 

respectively, where nmax denotes number of inhabitants of the most populated city of the region. 

5. Numerical experiments 

Numerical experiments were focused on computational time consumption of the algorithm (i) - 

(iv). To test the algorithm on real sized region, road network of whole Slovak Republic was used. 

The network has semieuclidean form [6] and the associated data were taken from [2]. There was 

extracted  capital Bratislava and its surroundings from the network. After this operation the network 

had 2889 dwelling places. The set of possible locations I was formed of seventy centres of current 

districts. In the experiments, there was studied the case, when Slovak Republic should be 

decomposed into twelve counties including one county formed by Bratislava and its surroundings. It 

means that during our experiments was value of p set at 11. To construct the weights of the seventy 

cities, set I was split to two subsets. The first subset was created of seven cities - centres of the 

current counties and the second set included the rest of set I.  
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The basic interval <f 1 , f 3 > was obtained from the experiments made in [4] and it was found 

that Lagrangean multiplier f 3 for p=11 took value 90000 and multiplier f1 for p = 12 took value 

73000. The initial values of f w and f u were 79000 and 84000 respectively. It was found that within 

considered set of cities I the maximal number of inhabitants was nmax = 125348. The individual city 

weights were determined in accordance to the terms designed in section 4. There were performed 

six experiments for different initial values f w, which was changed from 79000 to 84000 with step 

1000. The results are summarized in table 1, where d* denotes an optimal value of the accessibility, t 

is the total computational time in seconds, F(x*)=<F 1(x*), F 2(x*), F 3(x*)> denotes fuzzy objective 

function value of resulting solution x* and h* denotes resulting value of  satisfaction level. In addition 

Fmin and Fmax denote values of objective function value for the cases, where all weights are set at f 1 

or f 3 respectively. There was claimed that in our case Fmin = 2224397and Fmax = 2411397. Letter i in 

Tab. 1 denotes number of iteration of algorithm (i) - (iv). 

Tab. 1       

f w 79000 80000 81000 82000 83000 84000 
d* [km] 28.85 28.85 28.85 28.85 28.85 28.85 

t [s] 115 102 88 71 111 67 

F1(x*) 2224397 2224397 2224397 2224397 2224397 2224397 

F2(x*) 2351466 2354909 2358352 2361795 2365237 2368679 

F3(x*) 2411397 2411397 2411397 2411397 2411397 2411397 

i 2 2 2 2 2 2 

h* 0.6 0.59 0.58 0.58 0.57 0.56 

In all experiments the centres of subregions were set at the same places, which were Trnava,  Nové 

Zámky, Bánovce nad Bebravou, Žilina, Zvolen, Poprad, Rimavská Sobota, Košice - Staré Mesto, 

Prešov, Michalovce and Dolný Kubín. 

6. Conclusions 

It was found that suggested algorithm can handle large problems of described type in a sensible time. 

Furthermore, it follows from the reported  experiments that the location are stable with respect to 

changing weight f w. The absence of the three cities which represent  former county centres in the list 

of  the location may be caused by their unsatisfactory high weights or by their unsuitable location.  

The possible repartition of Slovak Republic excluding county Bratislava is shown in Fig. 5 for f w 

=79000.  
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Fig. 5 

 

References 

1. Cenek, P., Jánošíková, L.: Model dopravnej obsluhy regiónu. Horizonty dopravy, No. 1, 2000, 
pp. 10-12 

2. Erlenkotter, D.: A Dual-Based Procedure for Uncapacitated Facility Location. Operations 
Research, Vol. 26, No 6, November-December 1978, pp. 992-1009 

3. Janácek, J.: Location Problem under Uncertain Costs and Charges. In Proceedings of the 18 th 
Conference „Mathematical Methods in Economics“, 13.-15.Sept.2000, Prague, to appear 

4. Janácek, J.: Tvorba dopravnì optimálních regionù. In: Proceedings of the  International 
Conference „Riadenie a informatika v novom tisícroèí“, 12.-13.Sept. 2000, Žilina, to appear 

5. Janácek J., Kovaèiková J.: Exact Solution Techniques for Large Location Problems. In: 
Proceedings of the Mathematical Methods in Economics, Ostrava,Sept.9-11, 1997,pp.80-84 

6. Janácková, M.: Problémy adekvátnosti a dekompozície semieuklidovskej siete. Horizonty 
dopravy, No. 4, 1991, pp. 1-10  

7. Teodoroviè, D., Vukadinoviè, K.: Traffic Control and Transport Planning: A Fuzzy Sets and 
Neural Networks Approach. Boston:Kluwer Academic Publishers, (1998), 387 p 

Acknowledgement 

This work has been supported by research project VEGA 1/7211/20 

 

 

Prof. RNDr. Jaroslav Janácek CSc.,  
Katedra dopravných sietí, Fakulta riadenia a informatiky,  
Žilinská univerzita v Žiline, 01026,  
e-mail: jardo@frdsa.utc.sk 



Stochastic Programming Approach to Multiobjective Optimization Problems  

with Random Element 
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1. Introduction 

It happens rather often that it is suitable or even necessary to evaluate simultaneously an 

economic process by a few objective functions. If, moreover, there exist a random element 

and a “parameter” (not determined completely but whose value must only fulfil some 

conditions), then such situation usually leads (from the mathematical point of view) to a 

multiobjective optimization problem with a random factor. We introduce this type of 

problems in a rather general form as the following problem. 

Find 
min ( ,  ),   =  , ,...,g x i li ξ 1 2 1      (1.1) 

subject to 

x X g x i l li    such that    ( , )  ,   =   + ,..., ,∈ ≤ξ 0 11     (1.2) 

where g x z i li ( , ),    =  ,...,  1   are real-valued functions defined on  ( )ωξξ :=; sn EE ×  is an s-

dimensional  random  vector  defined on a probability space ( , , );   Ω S P X En⊂   is  a 

nonempty  set. ( E nn ,    ≥ 1  denotes n-dimensional Euclidean space.) 

If the solution x can depend on the random element ξ  realization, then (1.1), (1.2) is 

the problem of deterministic multiobjective optimization. If it has to be determined without 

knowing the random element realization, then at first some deterministic decision rule must 

be selected, i.e. a deterministic optimization problem must be assigned to the original problem 

with the random element. To this end the theory of the stochastic programming can be 

employed (for details see e.g. [6]). The new problem (obtained by this approach) depends on 

the “underlying” distribution function ( )⋅ξF , corresponding to the random element ξ  and on 

some additional new parameters. The aim of the contribution is to investigate its stability with 

respect to the distribution functions space. To achieve new stability assertions we employ the 

results of [1], [4] and  [5]. In the literature, the stability of the multiobjective stochastic 

programming problems were already investigated (see e.g. [2], [3], [8]). 

                                                                 
1 This research was supported by the Grant Agency of the Czech Republic under Grants 402/98/0742 and 
402/99/1136 
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2. Stochastic Programming Approach 

To analyse the original problem (1.1), (1.2) we follow the philosophy employed in [6]. To this 

end let us assume. 

A.1. It is “reasonable” to prefer a few of the objective functions, say  

g x i l l li ( , ),   =  ,...,  ,    ,ξ 1 12 2 1≤ ≤  

A.2. there exist real-valued constants k kl l2 11+ ,...,  such that fulfilling of the relations 

g x k i l li i( , ) ,   = + ,...  ,  ,ξ ≤ 2 11    is “very” acceptable,    (2.1)  

A.3. the assumptions A.1 and A.2 can reduce (in the above mentioned sense) the 

multiobjective problem introduced by the relations (1.1) and (1.2) to  

a. the multiobjective optimization problem: 

Find 

 min  ( ,  ),     =  , ,...,  g x i li ξ 1 2 2  over {    :  ( ,  )   ,         =  + ,..., },     x X g x i l li∈ ≤$ ξ 0 12     (2.2) 

b. one -objective optimization problem: 

Find  

min (x,   ) i
i=1

l2

λ ξgi∑      over      {x  X : g (x,  )  0,        i =  l +1,...,   l }    i 2∈ ≤$ ξ      (2.3) 

with λ λi i
i

l

i l  , ,     =  ,..., ,  =  
=

∈ ∑01 1 12
1

2

 . 

$g x z i l li ( , ),    =  + ,... ,   2 1   are defined by the relations 

$
$
g x z g x z k i l l x E z E
g x z g x z i l l x E z E

i i i n s

i i l n s

( ,  ) =   ( , ) -  ,     =  + ,..,  ,   ,       ,  
( ,  ) =   ( , ),             =  + ,..,  ,     ,       ,

2 11
1

∈ ∈
∈ ∈

   (2.4) 

The problem (2.2) is a multiobjective optimization problem with the random element that tries 

to guarantee the “acceptable” criteria value for i l l =  + ,... ,   2 11  as well as the fulfilling of the 

constraints with random elements while (2.3) is one-objective optimization problem that tries 

to guarantee the same value of “unicluded” criteria and the constraints. 

Evidently, under conditions A.1, A.2 and A.3a usually the following multiobjective 

deterministic problem can be considered. 

P.1.   Find 

 ( ){ } 2,...,1= ,   |) ,(E inf liXxxg
FiF

αξ ξξ ∈      (2.5) 

with 

   
( ) ( )

( ) ( ){ }{ } llixgPXxX

XX

iiFi
i
F

i

l

li

i
FF

,...,1,0,ˆ:

,

2

12

+=≥≤∈=

=
+=

αξα

αα

ξξ

ξξ ∩
.      (2.6) 
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P.2.   Find 

    ( ){ } 2,...,1= ,   |) ,(E inf liXxxg xFiF
αξξ ∈      (2.7) 

with   
  ( ) ( ){ }{ },,...,1,0,ˆ: 2 αξα ξξ ≥+=≤∈= llixgPXxX iFF

    (2.8) 
 

( ) ;1,0;,...,1,1,0,,..., 212
∈+=∈= + ααααα lliill   ( ) ξξ FF

P E,⋅   denote the probability measure 

and mathematical expectation corresponding to ( ).⋅ξF  If A.3a  can be replaced by A.3b, then 

the following one -objective deterministic optimization problems can be (very often) 

considered. 

I. Find 

( ) ( )








∈∑
=

2

1

,Einf
l

i
FiiF

Xxxg αξλ ξξ       (2.9) 

II. Find 

( ) ( )








∈∑
=

2

1

,Einf
l

i
FiiF

Xxxg αξλ ξξ       (2.10) 

 

The problems I and II are well -known from the stochastic programming literature (see 

e.g. [7]). To solve exactly the problems P.1, P.2, I and II the complete information about 

( )⋅ξF
P   must be known. Evidently, this assumption is fulfilled in the real -life situations very 

seldom. According to these facts, the investigation of the stability with respect to the 

“measure parameter” is  very suitable. To this end we restrict to the case when 

B.1. s l l≥ − 2  and, moreover, there exist  continuous functions ( ) llixhi ,...,1, 2 +=    such that  

( ) ( ) ( ) .,...,,,...,1,, 12 ssniii EzzzExllizxhzxg ∈=∈+=−=   (2.11) 

We define the quantiles ( )iFi
k αξ , the multifunctions ( ) ( ) ( )( ),,,,,...,1, 2 αFii kkKzKllizK +=  

( ) ( ) ( ) ( )




== ++

+
lFlFFll

ll
kkkkkk ααα ξξξ ,...,,,..., 111 212

2
  by the relations 

( ) { }{ }

( ) ( ){ } ( ) ( )

( )( ) ( )( ) ( )( ) ,,

,,:

,:sup

11

1

1

1

2

2

∩ ∩∩

∩





















+=

=≤∈=

≥≤=

+=+=

+=

l

li
iFi

l

li
iFiiF

l

li
iiiiii

iiiFiiF

ii

i

kKkkKkkK

zKzKzxhXxzK

zPzk

ααα

αξα

ξξξ

ξξ

.   (2.12) 

 ( ) siFi ,...,1, =⋅ξ  denote one –dimensional marginals corresponding to ( )⋅ξF . We shall 
introduce the following assumption. 
B.2 ( ) ( )zKzK ′,  are nonempty sets, δ > 0  and, moreover, there exists a constant C >   0  
such that  
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( ) ( )[ ] ( )
2
1

1

2*

2
2
;, 








′−=′−′−≤′∆ ∑

+=
−

l

li
iill

zzzzzzCzKzK  

( ) ( )
( ) ( )( )

( ) ( )( ) .,...,1,2,2

,,...,1,2,2

.,...,1, that such,...,,,...,

1

12

211

llikk

llikkkkZ

lliZzzzzzzz

iFiF

iiFiiFi

iiss

ii

ii

+=+−

+=++−+=

+=∈′′=′=

δαδα

δαδα

ξξ

ξξ   (2.14) 

 

3. Some Definitions and Auxiliary Assertions  

A multiobjective deterministic optimization problem can be defined as the problem. 

Find 

( ) .  subject to,...,1,min Kxrixf i ∈=     (3.1) 

( ) rixf i ,...,1, =  are real -valued functions defined on E K En n, ⊂   is a nonempty set.    

 

Definition 1. The vector  x*   is an efficient solution of the problem (3.1) if and only if there 

exists no ( ) ( ) rixfxfKx ii ,...,1for   that  such * =≤∈   and such that for at least one  i0  one has 

( ) ( )*
00

xfxf ii < . 

Definition 2. The vector  x*  is a properly efficient solution of the multiobjective optimization 

problem (3.1) if and only if it is efficient and if there exists a scalar  M >    0   such that for 

each  i  and each  x K∈  satisfying  ( ) ( )*xfxf ii <  there exists at least one j such that 

( ) ( )xfxf jj <*  and   

( ) ( )
( ) ( ) M

xfxf
xfxf

jj

ii ≤
−
−

*

*

.     (3.2)  

 

Proposition 1. [1] Let  K be convex set and let ( ) rifi ,...,1,. =  be convex functions on K. Then  
x 0   is a properly efficient solution of the problem (3.1) if and only if x 0  is optimal in  

( ) ∑∑
==∈

=>
r

i
ir

r

i
ii

Kx
xf

1
1

1

.1;0,...,  somefor min λλλλ  

 

To recall auxiliary assertions on the stability of one-objective stochastic programming 

problems we define functions ( ) ( ) ( ) ( ) ( ) ,,...,,,...,1,,,, 1
,

, ssi
i

ii EzzzsizFzFzFzF ∈==δ
δ

δ
δ  

δ > 0  and the sets  G XF F,  by the relations 

( ) ( )
( )

( ) ( )
( )

,
2

,inf
2

1

,
2

,inf
2

1

2,
2

2,
2













 ′+=













 ′−=

∈′
+

∈′
+

δ

δ

ξ

ξ

δ

ξδ

δ

ξ
δ

zZPzFzF

zZPzFzF

F
szBz

s

F
szBz

s

    (3.3) 
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( ) ( ) ( ) ( )δδ ξδξ
δ +=−= iii

i
iiii zFzFzFzF ,

, , ,     (3.4) 
 

( ) ( ) ( ){ } ,...,; somefor ,...,1,,E:
22 12 lFjFjlF yyyXxljxgyEyG =∈==∈= αξ ξξ   

 
{ }.1.  problem  theofpoint efficient properly a  is: PxXxX FF ∈=  

 
[ ] ( ) ( ){ },,...,,,...,,,...,2,1),,:, 11 ssiiis zzzzzzsizzzEzzZ ′′=′==+∈′∈′= δδ              (3.5) 

( )δ,zB  denotes the δ - neighbourhood of the point z Z
F

∈ ξ . 

If we replace in (3.5)  ( )⋅ξF  by some another  s - dimensional distribution function  ( )⋅G , then 

we obtain the sets  G XG G,  instead of the original G XF F,  .  

 

Proposition 2. [5] Let  ( ) 0:,,,...,1,1,0 2 >+=∈ εδα llii .  Let, moreover,  X  be a nonempty, 

compact set. If 

1. g(x)  is a real -valued, Lipschitz function on  X  with the Lipschitz constant  Lg ,  

2. G(z) is an arbitrary   s-dimensional distribution function such that its one-dimensional 

marginal distribution functions  ( ) llizG ii ,...,1, 2 +=  fulfil the relation 

( ) ( ) ( ) ( ) ( )( ),,,, ,
, εδαεδαδ
δ ++−−∈∈ iFiFii

i
iiii ii

kkzzFzFzG , 

3. the assumptions B.1, B.2 are fulfilled, then 

( )
( )

( )
( ) .minmin δ

αα
sCLxgxg g

XxXx GF

≤−
∈∈

 

 

Proposition 3.  [4] Let δ > ⊂0, X En be nonempty, compact set. If 

1. ( )zxg ,1 is a uniformly continuous on X E s×  and, simultaneously, for every x X∈  a 

Lipschitz function on ( )δξ sZ
F

  with the Lipschitz constant  L1 ,  

2. G(z)   is an arbitrary   l-dimensional distribution function such that 

( ) ( ) ( ) sEzzFzFzG ∈∈ ,, δ
δ , 

3. for every  x X∈  there exists finite ( ) ( ),,,, 11 ξξξ xgExgE GF
  then 

( ) ( ) .4,Einf,Einf
11

δξξ sLxgxg
GXFX

≤−  

( ) 0, >εεξF
Z  denotes the ε − neighbourhood of the support  Z

Fξ  of ( )⋅ξF
P . 

 

4. Main Results 

To introduce the main results let us assume 
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B.3  for every  x X∈  there exist finite ( ) ( ) .,...,1,,,, 2lixgExgE iGiF
=ξξξ  

Theorem 1. Let ( ) Xllii ,0,,,...,1,1,0 2 >+=∈ εδα  be a compact set. If 
 

1. ( ) 2,...,1,, lizxg i =  are Lipschitz functions on ( )δsZX F×  with the Lipschitz constants  

Li , 

2.  G(z) is an arbitrary   s-dimensional distribution function such that 

( ) ( ) ( )
( ) ( ) ( ) ( ) ( )( ) llikkzzFzFzG

EzzFzFzG

iFiFii
i

iiii

s

ii
,...,1,,,,

uslysimultaneo and,,

2
,

, +=++−−∈∈

∈∈

εδαεδαδ
δ

δ
δ

  

3.    the assumptions B.1, B.2 and B.3 are fulfilled, then 

[ ] [ ] ∑
=

+≤∆
2

1

14,
l

i
iGF LsCGG δ  

∆ ⋅ ⋅,  denotes the Hausdorff distance in the space of nonempty, closed subsets of En  (for the 

definition of the Hausdorff distance see e.g. [9]). 

Theorem 2. Let ( ) Xlii ,0,,,...,2,1,1,0 2 >=∈ εδα  be a compact set. If 

1.  ( ) 2,...,1,, lizxg i =  are  

a. Lipschitz functions on ( )×εX  ( )εξF
Z   with the Lipschitz constants  Li ,  

b. for every  ( ),εξF
Zz ∈  convex functions. 

2. there exists { }2,...,1 lj ∈  such that  ( )zxg j ,   is a strongly convex function with a 

parameter  ρ  on X,  

3. G(z) is an arbitrary   s-dimensional distribution function such that 
( ) ( ) ( )
( ) ( ) ( ) ( ) ( )( ) llikkzzFzFzG

EzzFzFzG

iFiFii
i

iiii

s

ii
,...,1,,,,,

uslysimultaneo and,,

2
,

, +=++−−∈∈

∈∈

εδαεδαδ
δ

δ
δ

 

4. ( ) lljxh j ,...,1, 2 += are convex functions on  X,   

5. the assumptions B.1, B.2 and B.3 are fulfilled,  

then  [ ][ ] [ ] ∑
=

+≤∆
2

1

2 16
1,

l

i
iGF LsCXX

ρ
δ . 

For definition strongly convex functions see e.g. [3]. 

Sketch of the proofs.  Employing the proofs technique of  [5] we can see that the assertions 

of Theorem 1 and Theorem 2 follow from the triangular inequality, the assertions of 

Proposition 1, Proposiotion 2 and Proposition 3. 
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5. Conclusion 

In the paper we introduced stability results concerning the problem P.1. Evidently, the similar 

results can be obtain for the problems P.2. However, to introduce the corresponding results is 

over the possibility of this paper. 
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I. INTRODUCTION 

Analyses of worker movement between several employment statuses have received increasing at-

tention on the part of labour economists over the last two decades. In many studies, the theoretical 

basis of analysis has a semi-Markov framework, and unemployment duration relies on data for single 

spells of unemployment [see, inter alia, Arulampalam and Stewart (1995), Bosworth (1992), and 

Narendranathan and Stewart (1993)]. Typically, these studies have addressed the presence and sign 

of state duration dependence within unemployment [e.g. van den Berg and van Ours (1994)], but 

claims exist that other forms of state dependence may also be of relevance [Heckman and Borjas 

(1980)]. 

One problem associated with Markov renewal models concerns the assumption of independence 

between multiple spells in and between states for the same person [Blanchard and Diamond (1990), 

Theeuwes et al. (1990)]. This means that the length of the current spell in a state does not depend 

on the occurrence and length of a previous spell in any state, and every new spell is treated as a new 

observation. Such an assumption, however, may not be suitable in a number of situations. For exam-

ple, some workers, namely unemployed workers, may accept a stopgap job while still searching for 

a better alternative. If this job is temporary a second unemployment spell may follow, which is not 

independent from the first spell; nor it is a possible second employment spell relatively to the first 
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one. It is therefore important to account for the problem of non-independent multiple spells in one 

state of the labour market when analysing recurrent event models. 

This paper is concerned with the analysis of binary recurrent events for unemployment, within a 

framework that allows for time-varying explanatory variables and residual heterogeneity. Binary re-

current events are outcomes (yit) over time (t) for individuals or cases (i) that take values of 1 if the 

event happens and 0 if it does not. A binary sequence of zeros and ones can thus be obtained for 

each individual or case. The sequences may record an outcome of interest, such as being unem-

ployed, at discrete, regular intervals.1 For instance, in collecting work-history data retrospectively, 

one may be able to obtain monthly or weekly data on general employment status, but it is usually 

very difficult to know precisely the day of every employment status change. Moreover, this is a sim-

ple device to allow for incorporation of time-varying covariates in the model as explanatory variables 

[Chamberlain (1979)]. Time-varying covariates are variables that change value over time, eventually 

at regular intervals. Continuous-time duration models typically assume that explanatory variables do 

not change between events. However, the breakdown of this assumption in conventional models can 

lead to serious bias in parameter estimation [see, e.g., Flinn and Heckman (1982)]. 

The remainder of the paper is organised as follows. In Section II we present the basic issues con-

cerning the modelling of recurrent events. This involves the use of standard logit as well as some ex-

tensions. The next Section presents a short description of the data used to empirically estimate the 

models. The data used here rely on a large-scale redundancy occurred at Michelin headquarters in 

the UK in the mid eighties. Section IV presents the results obtained from the empirical implementa-

tion of the models. Three model specifications were tested in order to learn the effect of standard 

variables, as well as time-varying and residual heterogeneity effects. Finally, some concluding re-

marks are presented in Section V. 

II. MODELLING RECURRENT EVENTS 

In many situations, standard regression models with fairly attractive statistical and computational 

properties provide effective and robust representations of the phenomena under analysis. This allows 
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the systematic variation attributable to explanatory variables to be distinguished from the random 

variation due to other effects. Typically, the assumption of a normal random error term is sufficient 

for many purposes. However, the statistical modelling of recurrent events is complicated by the de-

pendence of current behaviour on past behaviour (feedback effect), time-varying exogenous vari-

ables (non-stationary) and the variation between individuals due to unmeasured and possibly im-

measurable variables (residual heterogeneity). Ignoring any of these phenomena can result in seri-

ously misleading conclusions about the others and the effects of explanatory variables included in the 

model variables [Davies and Pickles (1985)]. Our modelling of recurrent events will be based on the 

well-known logit model, where residuals are logistic-normally distributed. 

Consider for the moment a sequence of recurrent outcomes 1 2( , , )i iy y L  for individual or case i. 

The simplest version of the logit model would then imply that the contribution to the likelihood by the 

ith individual or case and tth event, is given by 

 ( )
( )

( )
exp

| ;
1 exp

ity

it
it it

it

x
g y x

x

β
β

β

′  =
′+

  (1), 

where x it is a vector of explanatory variables and β  is a vector of parameter estimates. For the 

whole sequence of recurrent outcomes for individual or case i one has 

 ( )
( )

( )1 2
1

exp
( , , ) | ;

1 exp

it
i

y
T

it
i i it

t it

x
g y y x

x

β
β

β=

′  =
′+∏L   (2), 

where Ti is the sequence length. 

An alternative formulation of the model just outlined includes an explicit representation of the effect 

of omitted variables, i.e., a case-specific random error term. This random effects model is known as 

a residual or internal heterogeneity [Allison (1987)] formulation of the logit model, where the error 

term ε i is normally distributed. The density of the observed sequence for case i in the logistic-normal 

mixture model can be written as 

 ( )
( )

( )1 2
1

exp
( , , ) | ; ;

1 exp

it
i

y
T

it i
i i it i

t it i

x
g y y x

x

β ε
β ε

β ε=

′ +  =
′+ +∏L   (3), 

                                                                                                                                                                                                           

1 Alternatively, the outcomes may be binary responses at specific, possibly irregular, occasions in time, such as, for example, voting or 
abstaining in a General Election.  
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where ε i is a vector of individual-specific error terms. 

The main problem associated with the estimation of this individual-specific random error term 

model is that nuisance parameters cannot be estimated simultaneously with the structural parameters. 

Since the number of nuisance parameters increases with the number of cases, the limit conditions re-

quired for asymptotic theory would be violated, and the structural parameters β  would be inconsis-

tent [Neyman and Scott (1948)]. This problem may be overcome by eliminating the error terms be-

fore estimating the model, using either conditional or marginal likelihood methods. 

Conditional likelihood methods can only be applied to a restricted class of models, namely for small 

datasets and when all covariates are time varying. Marginal (or integrated) methods, on the other 

hand, provide a useful framework for estimating individual-specific random error term models, in 

which the error terms are assumed to be independent of included explanatory variables, and are inte-

grated out of the likelihood. The density function unconditional on the ε i is given by 

 ( ) ( )1 2 1 2( , , ) | ; ( , , ) | ; ; ( )i i it i i it ig y y x g y y x f dθ β ε ε ε= ∫L L  

 (4), 

where f(ε) is the pdf (or mixing distribution) of the error term, and the parameter vector θ consists of 

ß and the parameters of f(ε).2 For a sample of N individuals, the sequence or marginal likelihood is 

 
( )

( )1 1

exp

1 exp

it
i

y
TN

it j

i j
j t it j

x z
L p

x z

β ξ

β ξ= =

  ′ +  =  ′+ +
  

∑ ∏   (5), 

where zj and pj are, respectively, the fixed quadrature locations and probabilities and the scale pa-

rameter ξ is the unknown standard deviation of the mixing distribution. It should be noted that the 

error terms are assumed to be iid and are therefore uncorrelated with the explanatory variables in-

cluded in the model [Chesher and Lancaster (1983)].3 

                                                                 

2 In our case, f(.) is assumed to be Normal. 

3 For further details on these models see Barry et al. (1990). 
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III. THE MICHELIN DATA 

The data used in this paper concern a longitudinal survey of 230 Michelin workers made redundant 

in 1985, from the Michelin plant in Stoke-on-Trent, UK. These workers were among the 2137 

made compulsorily redundant at that time. 

The sampled workers were followed over a period of more than two years after May 1985, and 

some 227 of the original sample of 230 people were still part of the final group interviewed. The at-

trition rate for the Michelin longitudinal survey was, therefore, lower than that found in other redun-

dancy longitudinal studies. Some ex-Michelin employees had gone away to other regions of the UK, 

but none went further than the far southwest of England. Nevertheless, the vast majority remained in 

area, and the Stoke TTWA encompasses the bulk of their post-redundancy labour market experi-

ences. The ex-Michelin workers in the sample proved to be a group of mature, well-qualified, and in 

general eminently “employable” workers. They are mainly male prime-aged workers, and relatively 

well paid for the region. The vast majority of workers in the sample were in semi-skilled manual oc-

cupations at Michelin. Their unemployment experiences prior to working at Michelin were very lim-

ited.4 

For each of the 227 ex-Michelin workers in the sample, there is data on their post-redundancy la-

bour market experiences on a weekly basis. There is also available data on worker personal charac-

teristics and local labour market (Stoke TTWA) unemployment rates.5 Local unemployment rates 

will be used in the logit-normal model as a time-varying explanatory variable, in order to capture the 

influence of local economic conditions on the probability of individual i being found in, e.g., employ-

ment, rather than unemployment, at a given date. The labour market statuses of interest to our study 

are unemployment and employment, irrespective of the actual employer.6 

The information available was collected in three main groups: employment, unemployment and not 

in the labour force. Were taken as employed at some given specific date those individuals who stated 

they had any kind of paid job at that time. This includes all full-time and part-time jobs, and self-

                                                                 

4 For further details on the sample and local labour market characteristics see Menezes (1995). 

5 These are official unemployment rates published by the Employment Gazette.  
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employment. As unemployed were considered those individuals who stated that they were out of 

employment and looking for a job in the labour market. All other statuses, including those who stated 

retirement, sickness, further education, and others, were classified as not in the labour force. Some 

15 observations on individuals not in the labour force for more than two thirds of the two-year pe-

riod in analysis were dropped from the sample. This leaves a final sample of 212 individuals. 

For our purposes, we chose to consider five points in time to collect cross-section measurements 

on the employment/unemployment status for our group of ex-Michelin workers: 3, 6, 12, 18 and 24 

months after May 1985, the date where the main redundancies occurred.7 A binary sequence of five 

elements is thus available for each individual i. This leads to a total of 1038 measurements of the bi-

nary dependent variable yit.8 It should be noted that the choice of these dates is rather arbitrary (and 

illustrative in our context); it could be possible to consider any other set of points in time within the 

period to perform this analysis. 

Table 1 describes the set of explanatory variables used in this analysis. These variables aim to cap-

ture the ceteris paribus influence of worker personal characteristics, previous labour market history, 

and local economic conditions on the log of the odds of being in one state rather than another. The 

personal characteristics included in the model are apprenticeship, gender, age, final weekly wage and 

final job classification at Michelin. Local economic conditions have changed over the period, so that 

it is included as a time-varying covariate in the logit-normal mixture formulation. Continuous variables 

such as age, wage, and unemployment rate were factorised and then converted into dummies. All 

categorical variables were also turned into dummies, so that all variables in the model are binary in 

form. 

 

 

 

 

                                                                                                                                                                                                           

6 However, longitudinal surveys of this kind typically allow for much more detailed information than just these labour market statuses. From 
the original questionnaires of the Michelin survey, it is possible to distinguish from at least 11 different labour market statuses following dis-
placement. 

7 A total of 40 individuals left Michelin before (33) or after (7) May 1985, but none after September 1985.  

8 This binary variable takes the value one if the individual is classified as employed at time t, and zero if he is classified as unemployed.  
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TABLE 1: EXPLANATORY VARIABLES 

Individual and Labour Market Characteristics 

NAMES DESCRIPTION 

Apprenticeship Served apprenticeship dummy. 1=yes 

Gender Sex dummy. 1=female 

Age 35-45 Age left Michelin. 1=between 35 and 45 

Age 45-55 Age left Michelin. 1=between 45 and 55 

Age 55Plus Age left Michelin. 1=over 55 

Mid Wage Final weekly wage at Michelin. 1=between £120 and £160 

High Wage Final weekly wage at Michelin. 1=over £160 

Occupation 2 Final job classification at Michelin. 1=skilled manual worker 

Occupation 3 Final job classification at Michelin. 1=semi-skilled manual worker 

Occupation 4 Final job classification at Michelin. 1=unskilled manual worker 

UHistory Unemployment experience prior to Michelin. 1=greater than 12 weeks 

URate 11-12 Unemployment rate in Stoke TTWA. 1=between 11% and 12% 

URate 12-13 Unemployment rate in Stoke TTWA. 1=between 12% and 13% 

 

With the above configuration of the independent variables, the base-case against which we stress 

the parameter estimates of our models can be stated as being a male, without a served apprentice-

ship, under 35 years old, low-waged, non-manual and without previous unemployment longer than 

12 weeks.9 The base-case individual searches for new employment under local economic conditions 

where the unemployment rate lies between 10 and 11 percent. 

IV. EMPIRICAL RESULTS 

We now turn to consider the results obtained from estimating the logit and logit-normal models de-

scribed in Section II. The models were estimated by maximum likelihood using Sabre′s routines.10 

Sabre uses Gaussian quadrature for the computation of each likelihood integral, assuming a Normal 

                                                                 

9 Previous unemployment here means unemployment prior to the Michelin job.  

10 The reader is referred to Sabre manual for extensive details about the models and related computational issues. 
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parametric form for the density. Three different specifications were fitted: (1) a standard logit where 

all the 1038 measurements are assumed to be independent observations, (2) a logistic-normal mix-

ture model that accounts for residual heterogeneity due to omitted variables, and (3) a logistic-normal 

mixture model that accounts for residual heterogeneity and time-varying local economic conditions. 

The dependent variable measures whether the individual was employed (1) or unemployed (0) at 

given dates, as described earlier. 

The results for the three models are presented in Table 2. All the variables are taken as time-

invariant except local unemployment rate (URate) that enters in the 3rd model. The variable URate 

was measured at the same time points for which we have measurements on the dependent variable. 

Notice that the coefficients of the model measure the effect of gaining the underlying attribute on the 

logarithm of the odds of being employed rather than unemployed, at given specific dates, harassed 

against the general profile of the base-case individual. 

 

TABLE 2: LOGIT AND LOGIT-NORMAL REGRESSIONS 

Dependent variable is whether employed at given date 

 

VARIABLE 

 

STANDARD LOGIT 

 

LOGIT-NORMAL 

LOGIT-NORMAL 

WITH TIME-VARYING 

COVARIATES 

 (1) (2) (3) 

Constant 3.013** 

(8.61) 

3.088** 

(6.33) 

5.202** 

(6.86) 

    

Apprenticeship -0.002 

(0.01) 

0.351 

(1.23) 

0.374 

(1.04) 

    

Gender -0.621* 

(2.06) 

0.089 

(0.21) 

-0.027 

(0.05) 

    

Age 35-45 -0.654** 

(2.89) 

-0.397 

(1.26) 

-0.474 

(1.23) 

    

Age 45-55 -1.020** 

(4.19) 

-1.023** 

(3.05) 

-1.289** 

(3.00) 
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Age 55Plus -1.994** 

(6.57) 

-1.877** 

(4.85) 

-2.387** 

(4.43) 

    

Mid Wage 0.200 

(0.92) 

-0.664* 

(2.02) 

0.775 

(1.85) 

    

High Wage -0.995** 

(2.91) 

-1.784** 

(3.75) 

-2.166** 

(3.61) 

    

Occupation 2 -0.625 

(1.78) 

-0.996* 

(2.08) 

-1.092 

(1.85) 

    

Occupation 3 -1.058** 

(3.61) 

-1.625** 

(4.02) 

-1.936** 

(3.92) 

    

Occupation 4 -1.916** 

(5.10) 

-3.221** 

(4.98) 

-3.974** 

(4.67) 

    

UHistory -0.885** 

(2.67) 

-0.961* 

(2.34) 

-1.198* 

(2.21) 

    

URate 11-12   -0.144 

(0.34) 

    

URate 12-13   -2.200** 

(6.21) 

    

ξ  0.013 

(0.01) 

0.605 

(1.74) 

    

Log-Likelihood -483.737 -430.928 -389.304 

Number of cases  212  

Number of measure-

ments 

 1038  

t-statistics in parentheses 

* Significantly different from zero at the 5% level 
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** Significantly different from zero at the 1% level 

 

Most parameter estimates are significant at the 5% level of better,11 the results being in line with 

previous findings and our prior expectations. In fact, being female implies lower chances of finding 

new employment following redundancy, but this is only apparent in the standard logit. Older workers 

face lower prospects of finding new employment after redundancy than younger workers (the older 

the worker the lower the chance). Being a high-waged worker at Michelin implies a lower probabil-

ity of being employed following redundancy than the counterpart. Manual workers face lower pros-

pects of finding new employment following redundancy than non-manual workers (the lower the 

skills the worse the prospects). Unemployment experience prior to Michelin exerts a negative effect 

on the probability of finding new employment after redundancy. Finally, it is found that adverse local 

economic conditions (evaluated by the unemployment rate) exert a negative influence on the prob-

ability of being found employed following redundancy (column 3). 

The results for the wage variables are consistent with job-search theory. Job-search theory postu-

lates that relatively well-paid workers (in the sense that they have invested more in human capital), 

once displaced, tend to spend more time searching for a better job opportunity. This is so because 

these workers establish initial reservation wages at high levels. As time passes, the reservation wage 

reduces, because the expected future returns from searching, say, another week, decrease under a 

realistic finite horizon context. 

The time-varying variable URate appears significantly, which means that the model is sensitive to 

the specification of non-stationarity. But, what can we say about residual heterogeneity? Recall that 

the residual heterogeneity is captured by the scale parameter (ξ), which measures the unknown stan-

dard deviation of the mixing distribution. Residual heterogeneity arises because of differences be-

tween individuals due to omitted variables. In our case, residual heterogeneity does not seem to be a 

big problem, since ξ is only significant at the 10% level in the 3rd model. This is consistent with our 

data, since the ex-Michelin workers are a somewhat homogeneous workforce in terms of work at-

tributes, and, since they were all made redundant at the same time, they faced similar conditions in 

the labour market following redundancy. However, one should be aware of the potential bias caused 
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by residual heterogeneity. A final note about the goodness of the fitted models: the log-L statistic 

shows that allowing for residual heterogeneity and non-stationarity actually improves the power of 

the fit relative to the standard logistic model. 

Finally, Table 3 presents the estimated probabilities of being employed and unemployed, from our 

models, for the base-case individual in the sample. Comparative changes in the probability that an 

individual is found employed given the acquisition of certain characteristics relative to the base-case 

worker, are shown in Table 4. These changes measure the deviation, in percentage terms, relative to 

the base-case individual. 

 

TABLE 3: ESTIMATED PROBABILITIES FOR EMPLOYMENT AND UNEMPLOYMENT 

Base-Case Individual 

 EMPLOYMENT UNEMPLOYMENT 

Standard Logit 95.32% 4.68% 

Logit-Normal 95.64% 4.36% 

Logit-Normal with T. V. Covari-

ates 
99.45% 0.55% 

 

TABLE 4: COMPARATIVE RESULTS AGAINST THE BASE-CASE 

Employment Status 

VARIABLE STANDARD LOGIT LOGIT-NORMAL LOGIT-NORMAL 

WITH T. V. COVARI-

ATES 

Female -3.69% - - 

Age 35-45 -3.95% - - 

Age 45-55 -7.30% -6.89% -1.41% 

Age 55PLUS -21.82% -18.60% -5.10% 

Mid Wage - -3.78% - 

High Wage -7.05% -16.99% -4.03% 

Occupation 2 - -6.63% - 

Occupation 3 -7.72% -14.28% -3.13% 

Occupation 4 -20.33% -48.96% -22.10% 

UHistory -5.95% -6.29% -1.24% 

                                                                                                                                                                                                           

11 Nearly two thirds of the estimates are significant at the 5% level or better, of which 4/5 are significant at least at the 1% level. 
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Urate 12-13 - - -4.18% 

 

V. CONCLUDING REMARKS 

This paper seeks to show that recurrent unemployment can be modelled by case-specific random 

error term techniques, within a standard logit framework. The trick is to consider a random distur-

bance with normal distribution added to the linear part of the model. This is conceptually straightfor-

ward, but raises several problems of estimation. Sabre′s computer program offers a convenient way 

for dealing with this type of issues, based on marginal likelihood methods. This model is a transfor-

mation of the standard logit model, and is known as the logistic-normal mixture model. This is a use-

ful device for dealing with non-stationarity (time-varying covariates), and residual heterogeneity 

(omitted variables). Residual heterogeneity is measured by the unknown standard deviation of the 

mixing distribution ξ. In this way, one needs not assume that multiple spells of unemployment (em-

ployment) are independent events and treated as separate observations. 

The database used in this paper concerns a large-scale redundancy occurred at the Michelin tyre 

plant in Stoke-on-Trent, UK, in May 1985. The Michelin workers are locally regarded as the pick 

of the local workforce. The redundant Michelin workers sampled were a long-serving workforce, 

often possessing firm-specific training and skills, which may have made their worth to other potential 

employers much less than their worth to Michelin. For other characteristics of the sample, it was 

found that the ex-Michelin workers were mainly male, prime-aged, and well paid for the local area. 

Most of these workers were semi-skilled manual workers, and had limited unemployment experience 

prior to working at Michelin. 

In general, our results are compatible with the following: 

• The probability of being found employed after redundancy is affected by time-invariant 

worker personal characteristics; 

• Time-varying covariates aiming to capture the effect of local economic conditions appear 

significantly in the model, and improve the goodness of fit of the regression; 
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• Residual heterogeneity due to omitted variables does not seem to be a severe problem in 

our context, probably because the Michelin workers are fairly homogeneous in terms of at-

tributes and work experiences; however, accounting for this improves the general goodness 

of fit of the model, and refines the estimates of other included explanatory variables. 

Finally, a word about the computer software. The software used in this paper is suitable for analy-

ses of recurrent unemployment, recurrent employment, etc (or for analyses where multiple spells are 

treated as independent), but not for analyses of labour market histories where spells in state j may be 

related to subsequent spells in state k. A natural updating of this software might allow for multiple 

choices in recurrent events, in a manner “similar” to the conventional multinomial approach. It would 

prove highly interesting to test the results obtained by applying a methodology similar to ours with 

those obtainable by using such software, was it to be available to the researchers. Another possible 

extension could permit for functional forms other than the typical logistic function, so as to enable 

alternative experiments in the field of data modelling. 
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The last fifteen years have seen a revolution in the way financial economists understand the 

investment world. Until the mid – 1980, financial economists’ view of the investment world 

was based on the three pillars: 

 

1. The CAPM is a good explanation of the fact that some assets (stocks, portfolios, 

strategies, or mutual funds) earn higher average return than others. The CAPM states 

that assets can only earn a high average return if they have a high “beta”, which 

measures the tendency of the individual assets to move up or down with the market as a 

whole. 

2. Returns are unpredictable, like a coin flip. Technical analysis that tries to divine future 

returns from patterns of past returns and prices is nearly useless. In addition, stock 

market volatility does not change much in time. Not only returns are close to 

unpredictable, they are nearly identically distributed, as well. 

3. Professional managers do not reliably outperform simple indices and passive portfolios 

once one corrects for risk (beta). The average actively managed fund performs about 1 

percent worse then the market index. The more actively a fund trades, the lower the 

returns to investor.  

 

Together, these views reflect a guiding principle that asset markets are, to a good 

approximation, informationally efficient [Fama, 1970, 1991]. The only way to earn large 

returns is by taking on additional risk. 

  

 These views are not ideological or doctrinaire beliefs. Rather, they summarize the 

findings of a quarter century of careful empirical work. However, every one of them has now 

been extensively revised by a new generation of empirical research. The new findings need 

not overturn the cherished view that markets are reasonably competitive and, therefore, 
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reasonably efficient. However, they substantially enlarge financial economists’ view of what 

activities provide rewards for holding risks, and they challenge our understanding of those 

risk premiums. Now, financial economists know that: 

 

1. There are assets whose average returns can not be explained by their beta. 

Multifactor extensions of the CAPM that associate high average returns with a 

tendency to move with other risk factors in addition to movements in the market as 

a whole dominate the description, performance attribution, and explanation of 

average returns. 

2. Returns are predictable. This phenomenon occurs over business cycle and longer 

horizons. These predictions are not guarantees, there is a substantial risk - but the 

tendency is discernible. 

3. Some mutual funds seem to outperform simple indices, even after controlling for 

risk through market betas. Fund returns are also slightly predictable. Multifactor 

models explain most fund persistence: funds earn persistent return by following 

fairly mechanical styles, not by persistent skill at stock selection. 

 

Again, these statements are not dogma, but a caution summary of a large body of 

careful empirical work. The strength an usefulness of many results are hotly debated, 

as are the underlying reasons for many of these new facts. 

 

 

2. The classical modern portfolio theory 

 

The traditional academic portfolio theory, starting from Markowitz [1952] and expounded in 

every finance textbook, remains one  of the most useful and enduring bits of economists 

developed in the last 50 years. 

 

 The traditional advice is to split your investments between a money-market fund and 

broad-based, passively managed stock fund. That fund should concentrate on minimizing fees 

and transaction costs. It should avoid the temptation to actively manage its portfolio, trying to 

chase the latest hot stock or trying to foresee market movements. An index fund or other 
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approximation to the market portfolio that passively holds a bit of every stock is ideal. In the 

mean – variance space the capital market line describes the efficient portfolios and every 

portfolio on this efficient frontier can be formed as a combination of a risk-free money-market 

and the market portfolio of all risky assets. Therefore, every investor need only hold different 

proportions of these two funds. 

 

 This advice has had a sizable impact on portfolio practice. Before this advice was 

widely popularized in the early 1970s, the proposition that professional active management 

and stock selection could outperform blindly holding an index seemed self-evident, and 

passively managed index were practically unknown. They have exploded in size since then. 

The remaining actively managed funds clearly feel the need to defend active management in 

the face of the advice to hold passive index funds and the fact that active managers selected 

on any ex-ante basis under-perform indices ex-post. 

 

2. The new modern portfolio theory 

 

Mean – variance portfolio theory addresses the investor’s asset selection problem for an 

investment horizon of one period. Progress in portfolio theory came as financial economists 

relaxed this restrictive assumption. The relaxation of the single-period assumption proceeded 

along two lines: first, in discrete time multiperiod models by Samuelason [1969], Rubinstein 

[1976] and others, and second, in continuos time models by Merton [1973] an others. 

 

2.1 Merton’s Intertemporal Capital Asset Pricing Model 

 

Merton in his continuos-time intertemporal portfolio selection model [Merton, 1973] to derive 

the optimal consumption and investment policies J(W, x, t), where W(t) is investor‘s wealth at 

time t, x(t) is a random variable, as a function of  a consumption strategy and the investment 

strategy w = (w1, ..., wn) with wi(t) as a invest fraction of the wealth in risky asset i, i = 1, ..., n, 

Obtained 

 

 x
WW

Wx
f

WW

W

JW
J

R
JW
J

σ11 )( −− −−






 −
= CeECw      (1) 



Generalized Efficiency in Portfolio Selection Models  132 

 

where C is the covariance matrix with i ×  j  element σij and σx is a vector with ith element 

σix, E is the vector of expected returns of risky assets,  Rf is the riskless rate of interest  and e 

is te vector of ones. 

 

 If we define 

 

 
x

T
x

H σ
σ
1

1

−

−

=
Ce

C
w  

 

then the equation (1) can be written in the form 

 

 [ ] [ ] Hx
T

WW

Wx
Tf

T

WW

W

JW
J

R
JW
J

wCeweECew σ11 )( −−







 −
+−







 −
=    (2) 

 

where wT  is the vector of portfolio weights of the tangency portfolio on the frontier of 

minimum variance portfolios generated by the n risky assets. This result defines a three-fund 

separation. The three-fund portfolio separation obtains: The investor invests in the riskless 

asset, the tangency portfolio wT and the hedging portfolio wH. The weights which the investor 

assigns to each portfolio depend on his preferences and are, therefore, investor-specific. We 

may interpret the three fund separation result as follow: The investor invests in the riskless 

asset an in the tangency portfolio, as in the mean-variance case, but modifies his portfolio 

investing in (or selling short) a third portfolio which has returns maximally correkated with 

changes in the state variable(s) x  which represents shifts in the investment opportunity set and 

tastes. In general, if we have m state variables we obtain (m + 2)-fund separation where the 

investor invests in the riskless asset, the tangency portfolio and the m hedging portfolios. 

 

 

2.2 Multifactor Portfolio Efficiency and Multifactor Asset Pricing 

 

In the presented Merton approach an intertemporal model that uses utility maximization to get 

exact multifactor predictions of expected security returns was developed. This concept of 
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multifactor portfolio efficiency plays a role in Merton’s intertemporal CAPM (the ICAPM), 

like that of mean-variance efficienncy in the Sharpe – Lintner CAPM. The drawback of 

Metron’s approach is degree of difficulty. His continuos time methods do not yield easy 

insight. 

 

On the other hand, the  powerful intuition of the CAPM centers on Markowitz’s 

concept of mean variance efficiency. The CAPN starts with assumptions that inply that 

investors hold mean-variance-efficient portfolios. When there is a risk-free asset f, mean-

variance-efficient combine f with one mean-variance-efficient portfolio of risky securities, the 

tangency portfolio T. Since the T is the risky component of all mean-variance-efficient 

portfolios, market-clearing security prices require that T is the value-weight market portfolio 

M. The familiar CAPM relation between the expected return  E(ri) on any security i, and its 

market risk β iM (the slope in the regression of ri a rM) 

 

[ ]fMiMfi RrERrE −=− )()( β        (3) 

 

is then just the application to M of the condition on security weights that holds in any mean-

variance-efficient portfolio. 

 

 Fama [Fama, 1996] has showed that Merton’s ICAPM can be built on similar 

intuition. ICAPM investors hold multifactor-efficient portfolios that generalize the notion of 

portfolio efficiency. Like CAPM investors, ICAPM investors dislike wealth uncertainty. Byt 

ICAPM investors are also concerned with hedging more specific aspects of future 

consumption-investment opportunities, such as relative prices of consumption goods and the 

risk-return tradeoffs they will face in capital market. As a result, the typical ICAPM 

multifactor-efficient portfolio combines one of Markowitz’s mean-variance-efficient 

portfolios with hedging portfolios that mimic uncertainty about the m future consumption-

investment state variables of concern to investors. 

 

 The ICAPM risk-return relation is then a natural generalization of (3). One siply adds 

risk premiums for the sensitivities of ri  to the returns rs, s = 1, ..., m, on the state-variable 

mimicking portfolios 



Generalized Efficiency in Portfolio Selection Models  134 

 

 [ ] [ ]∑
=

−+−=−
m

s
fsisfMiMfi RrERrERrE

1

)()()( ββ          (4) 

 

where β iM and β is, s = 1, ..., m, are the slopes from the multiple regression of ri on rM and rs. 

 As in the CAPM, the ICAPM relation (4) between expected return and multifactor 

risks is the condition on the weights for securities tha t holds in any multifactor-efficient 

portfolio, applied to the market portfolio M.  And just as market equilibrium in the CAPM 

requires that M is mean-variance efficient, in the ICAPM market-clearing price imply that M 

is multifactor- efficient. All these results one can derive from the detailed analysis of the 

following mathematical programming problem: 
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where βs, s = 1, ...m, are target values of state variables for multifactor-efficient portfolio, and 

the E(r) is the target expected return of the portfolio. 
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OPTIMIZATION OF THE SYSTEM RELIABILITY 

 

Jan Pelikán, VŠE Praha 

 

The article deals with the problem of doubling the part of the system in order to increase the 

reliability of this system. The task is to find out which part should be doubled if it is not 

possible to double all of them for economic reasons. The goal is to maximize the system's 

reliability characterized by the probability of the faultless functioning or to minimize the 

losses caused by the system's failure. The article proposes a procedure based on linear 

programming methods that find the optimal decision, which of the parts should be doubled. 

 

 AMS classification: 90B25, 90C10 

 

Key words: reliability, integer programming 

 

 

INTRODUCTION 

 

             An  optimization model  proposed in  the article  is solving  the question of  the 

reserves for the  functional components-parts of a mechanism in order to  increase its 

reliability. It presupposes 

the knowledge of the  probabilities of these parts' failure and the estimation of the losses 

caused by this failure. The model is a problem with 0-1 variables [1]. The solution of the 

model divides the parts into those which are to be doubled and those which are not. 

 

The following  example illustrates the  model. Large and  complex mechanisms  are  

composed  of   a  great  number  of  components, aggregates, partial machinery’s. Each of the 

parts is responsible for  the right  functioning of  the whole  system and vice versa, each part's 

failure can disturb the system or completely put it out of operation and cause damages in its 

effect. 
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One  of the  possibility of  eliminating or  at least diminishing these damages is the doubling 

of some important parts. Having these  parts doubled, there is  a possibility to replace 

immediately  a non-functioning  part  by  a functioning  one  ( or in other  words, the failure is 

reduced only to a necessary time of a switch-over). 

 

On the  other hand, when  the part is  not doubled, it  has to be removed  from the  system and  

then replaced  by a  new one.  The example  can  be  a  power-distribution  network  

composed of the electric line, switches, fuses, transformers and other parts. If, for example, a 

transformer fails  out, the consumers dependent on this particular transformer are without  the 

power supply for a certain time and the losses as an effect are obvious. 

 

This period depends  on the time of removing  the transformer and replacing it by  another 

one. If there is,  at the same location, another transformer  as a reserve,  then the period  of 

switching over  the  reserve  is  much  shorter  than  the  period  of  the transformer's 

replacement. 

 

Similar  problems can  emerge in   projects  of a  regulating system or a communication 

network and so on. 

 

On the other side there are  costs of doubling, that is the price of a doubled part.  For that  

reason not  all of  the parts can be doubled,  especially the  expensive  ones  and also  those 

whose failure does not bring so expensive damages. 

 

 

RELIABILITY MODEL 

 

If we want to know which  parts are to be doubled, the following optimization  model   can  

be  used.   First  we  introduce   the assumptions  of the model. 

 

Let us consider n parts of the system ( aggregates, components ) Z1,  Z2,...,Zn .  Each of  these 

parts 



OPTIMIZATION OF THE SYSTEM RELIABILITY 138 

is characterized by: 

ip    probability of the failure-free run of Zi without a reserve, 

ip   probability of the failure-free run of Zi  with a reserve, 

iq   the mean value of losses caused by Zi's disorders without a reserve, 

iq the mean value of losses caused by Zi 's disorders with a reserve, 

ic costs of the purchase and maintenance of the reserve for Zi . 

 

Obviously: 
ii pp ≤  and  

ii qq ≥ . 

 

Next we assume: 

- statistical independence of the failures of parts, 

- the costs of the parts' doubling are limited by the amount K. 

 

Let  us introduce  0-1 variables  
nxxx ,..., 21
, the variable xi  involves the decision  between the 

doubling  of  Zi ( xi=1  ) or not-doubling ( xi=0 )  . Total costs of the reserves for the parts are 

i

n

i
i xc∑

=1

  and since the resources for reserves are limited by K, so it has to be valid   Kxc i

n

i
i ≤∑

=1

. 

 

Under that conditions we can: 

(a) maximize the relialibility of the system, that is the failure-free run, 

(b) minimize  the mean value  of the sum  of losses caused  by the parts' disorders. 

 

In the  case (a) the  probability of the failure-free state  of the system is  the product of  the 

probabilities of  the failure-free states of all the parts. 

 

The part Zi will be failure-free with the probability 
ip , if it has a reserve ( xi = 1).  If the part 

Zi is without reserve( xi = 0) then the failure-free probability is 
ip . Altogether  the probability  

of the  part Zi 's  failure-free state can be put in the form 
iiii xppp )( −+ . Hence the total 

probability of the failure-free state is ])([
1

iiii

n

i

xppp −+=Π ∏
=

. 
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After taking logarithm in order to make the objective function linear  we get the objective 

function 

in the form ])(log[)log()(
1

iiii

n

i

xpppxz −+=Π= ∑
=

 . This function will be maximized. 

Since the expression ])(log[ iiii xppp −+ for xi=0 equals ]log[ ip and for xi=1 equals ]log[ ip , 

we can write the expression ])(log[ iiii xppp −+  in the form  )log()log()1( iiii pxpx +− .  

The function 
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 expresses the logarithm of the whole system's reliability. 

 

Maximizing reliability model is: 
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In the  case (b) the mean  value of the losses  caused by the part Zi's  failure without the 

reserve is 
iq   and with the reserve 

iq . The mean value of the total losses is then: 

i
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i
i

n

i
iii

n

i
ii qxqqxqxxz ∆−=+−= ∑∑∑

=== 111

)1()( ,where .ii qq −=∆  This function will be 

minimized. 

 

The minimal losses model is: 
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Now, two models can be distinguished: The first one is a one-case situation, when the 

function operates for a short period - the static case. The second one is a long-time model for 

a longer time period - the dynamic model. 

 

  

STATIC MODEL 

 

The probability of the components' failure Zi will be denoted as pi.  Consequently the 

probability of the failure-free run of the part without reserve is )1( iip π−=  and the 

probability of the failure-free run of the part with a reserve is )1( 2
iip π−= . 

If the loss caused by one failure of the part Zi is denoted by Qi, the mean value of the losses 

is: 

iii Qq π=  in case when there is no reserve for the part Zi, iii Qq 2π=   in case when there is a 

reserve. 

 

Example.  

Let us have parts Z1, Z2, Z3 ,Z4 ,Z5.  Table 1. contains their main characteristics. 

The costs of the parts' doubling  are limited by the amount K=100. 

 

  Z1 Z2 Z3 Z4 Z5 

ip  0.9 0.8 0.9 0.93 0.91 

)1( ii p−=π  0.1 0.2 0.1 0.07 0.09 

2
iπ  0.1 0.04 0.01 0.0049 0.0081 

21 iip π−=  0.99 0.96 0.99 0.9951 0.9919 

ic  80 30 35 50 20 

iQ  1666 250 333 1613 989 

iii Qq π=  167 50 33 113 89 

2
iii Qq π=  16.6 10 3.3 8 8 

iii qqq −=∆  150 40 30 105 81 

Table 1. 
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Reliability  model which  maximizes the  failure-free probability 

is: 

+++++= )93.0/9951.0log()9.0/99.0log()8.0/96.0log()9.0/99.0log()548402.0log()( 4321 xxxxxz
max)91.0/9919.0log()93.0/9951.0log( 54 →++ xx  

,1002050353080 54321 ≤++++ xxxxx  

5,...,2,1},1,0{ =∈ ix i . 

 

By  using standard  software LINGO [2] we get  the optimal  solution x=(0,1,1,0,1) with the  

failure-free probability  equal to 0.789041, which is maximal. From the result follows that we 

have to double Z2,Z3,Z5. 

 

solution x reliability losses  doubling costs  

(0,0,0,0,0) 0.548402 452 0 

(0,1,1,0,1) 0.789041 301 85 

(1,0,0,0,1) 0.657534 221 100 

(1,1,1,1,1) 0.934507 46 215 

Table 2. 

 

Model which minimizes the mean 

value of the total losses is : 

min811053040150452)( 54321 →−−−−−= xxxxxxz  

,1002050353080 54321 ≤++++ xxxxx  

5,...,2,1},1,0{ =∈ ix i . 

 

When  we use  again LINGO   system, we  get the  optimal solution x=(1,0,0,0,1) with the 

minimal value of losses 221 in the mean  value. According to this  solution only Z1  and Z5 

will be doubled. 

The  differences in  the solutions  obtained above can be explained by great  influence  of  the  

amount  of  the  losses in the optimal   solution    in   the   second    model. First   solution 

x=(0,1,1,0,1) means  the most reliable  system, but the  losses are not  minimal. Second 

solution  x=(1,0,0,0,1) gives us  less reliable system, but the losses are minimal. 
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We can observe the values of reliability, mean losses and costs of reserves for different 

solutions in the Table 2. The values with a bullet are optimal for K=100. 

 

 

DYNAMIC MODEL 

 

Let us suppose that the system's reliability should be optimized within a period  <0,T> and the 

periods between  failures of the parts are exponentially distributed. Let the mean value of the 

period between two failures of the component Zi be 1/? i. 

 

If the Zi  is without a reserve, then the probability of the failure-free run is )exp( Tp ii λ−= . 

Since  number of failures within the period  <0,T> is Poisson distributed with the mean value 

?i T, the mean value of the losses in the case xi=0 is equal to 
iii TQq λ= ,where Qi is the loss 

caused by the part Zi 's failure. 

 

In case that component Zi  has a reserve  (xi=1) then the failed component is replaced by its 

reserve immediately; however, the installation of a new reserve takes a fixed time ti,  where  ti 

<<T. During the period ti  the failure-free probability is )exp( iii tp λ−= . 

Since the mean value of the number of the component Zi 's failures within  <0,T> is Tiλ ,  we 

get an approximate formula describing the reliability in the form 

)exp())exp(1()exp( TtTTp iiiii λλλ −−−+−= . 

 

When the part is doubled, the expected number of its double-failures is
iλ  times the total 

period of installations, which is approximately .)( ii tTλ  Hence the mean value of losses is 

iiii QTtq 2λ=  . 

 

The reduction of time period T by reserve parts' installations was not taken into account in the 

formula for 
iq . 
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Some queue models with different service rates  

 

Július  REBO,  Žilinská univerzita, DP Prievidza 

 

1  Introduction: They are well known models in the queue theory in Kendall‘s classification 

denoted as M/M/n/N with equal rates of service in each service point. The first  M describes an arri-

val assumption of requirement for service and follows the Poisson distribution with a finite rate λ > 0. 

Each service point of n disposes of an exponential distributed service time with probability density 

function ( ) tetf µµ −= , 0>µ ( the second M ). An integer N denotes a number of common places re-

served for requirements in the queue ( n parallel service points ) for their service and in a waiting line 

( N–n places ). In the next parts we shall consider that number N can take countable value ( either fi-

nite or infinite ). Queues with different rates of service are studied as special cases of the models with 

one service point and a value of rate usually depends on some activity indicators of the systems. In 

this paper we shall be interested in a general method to derive characteristics of those systems when 

an assumption of the different rates represents a solitary property of system. We shall apply above 

assumptions in detail for a closed model marked M/M/n/m and accomplished results we shall use for 

a generalisation of two models M/M/n/N and M/M/n/∞. As a common foundation of solving method 

for considered models is an application of a general birth-death process.  

2  General birth-death process: For the general birth-death process, e.g. in [1], we as-

sume that rate of changes between states depends on the state of system. The states of system are 

usually meant as a number of requirement in the system and probabilities of those transitions during 

time dt  we define then as:   

from k to k+1: dtkλ ,   k = 0, 1, 2, ..., N0,  from k to k-1: kµ dt ,   k=1, 2, 3, ..., N0                                                                

from k to k: 1 - ( )dtkk µλ + , when 000
== µλ N ,  k = 0, 1, 2, ..., N0.                       ( 2.1. ) 

We can express a state probability { }kSPp k == according to [1] in the form  

0
21

110 p
...

...
p

k

k
k µµµ

λλλ −=  and 
1

1 21

110
0

0

1
−

=

−








+= ∑

N

k k

k

...
...

p
µµµ

λλλ
,  k = 0, 1, 2, ..., N0.                        ( 2.2. ) 

3  Rates of service: Let us have a queue with n service points and a number of places in 

the queue is a positive integer  N0  which can take a finite or infinite countable value. The number of 
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requirements for service has the Poisson distribution with finite rate λ > 0 and a ser-vice in each ser-

vice point of n has an exponential density function ( ) t
ii

ietf µµ −=  with rates µi > 0, i = 1,2, ...,n. 

Thus, if the state S is equal to k, n ≤ k ≤ N0, then a total rate of service kµ ′  in that state is not de-

pendent on the understood state and is defined by the sum of service rates  over each occupied ser-

vice point, so we have nn ... µµµµ +++=′ 21 . It is clear to see that for states S equal to k, k < n, 

the total rate of service depends on the number of occupied service points and also on their own ser-

vice rates kµ . Otherwise said, the rate of service for the state S = k is given by a combination of k 

service points from n without their repeating. Those combinations for every state k∈{ 1, 2, ... , n } is 









k
n  and each rate kµ  belongs to each other exactly 








−
−

1
1

k
n  times.If we are assuming that entered re-

quirement is served with equal probability ( ) =k
ip   ( )

( )
k
n

kp 1==  for each combination ( ) ( )n
k

i ,...,C µµ1  

of service rates in state S = k , we shall define the rate of the service kµ ′  in the state S = k  as  

      ( ) ( )
( )

( ) ( ) ( )
( )

( )n
i

k
i

k
n

i

k
i

k
ik

k
n

k
n

CpCp µµµµµ ,...,,..., 1
1

1
1

∑∑
==

==′ ( ) µµµµ ?...21 k
n
k

n =+++= ,      ( 3.1. ) 

when 
n

...
ˆ nµµµ
µ

+++
= 21 .        

Consider now, every combination of service rates ( )( )n
k

i ,...,C µµ1  in the state S = k will  oc-

cur with a probability ( )k
ip  so that ( )k

ip ( )k
jp≠ , for i ≠ j, i, j∈{ 1, 2, ... , ( )

k
n }. Set ( ) ( )∑=

j

k
j

k
i i

ps  when 

we are summing over all indexes of probabilities ( )k
jp  corresponding to combinations ob-taining a 

service rate iµ . The probability ( )k
is  indicates a total probability for an appearance of the rate iµ  in 

the given combinations of  k rates. For a total service rate in the state S = k then we have  

( ) ( ) ( )
( )
∑
=

=′
k
n

i
n

k
i

k
ik ,...,Cp

1
1 µµµ  ( ) ( )∑∑ ∑
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j s

i
p

11
µµ  .                             ( 3.2. ) 

4  Closed model M/M/n/m: A closed model of queue with waiting line is called a mo-del 

with a finite source of requirements for service. It reflects real systems which get an essential weight 

within applications. The first of all is a problem of the service of the several machine. A repairman ( 

or team of repairmen n ) tends m ( n < m ) of machines. The machines are running until they drop 

out. A role of repairman ( repairmen ) is to eliminate those accidents.  
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We assume that number of requirements follows the Poisson distribution with parameter λ > 0 and 

each service point has an exponencial density function ( ) t
ii

ietf µµ −=  of service time with µi > 0, for 

i = 1,2, ..., n. States of system k∈{0, 1, ... , m} mean that exactly k machines underlie in service or 

they are in waiting line. Always m - k machines occur out of the system and they represent active 

machines. Intensity of the requirements for service is comparable to the number of machines out of 

the system and it can express as (m - k)λ. The total rates of service in the state S = k represents ex-

actly k occupied service points and we can denote it as kµ ′ , for k ≤ n. If is k > n  then the rate of 

being service is denoted nµ ′ .   

According to ( 2.1. ) and a previous analysis transition probabilities during time dt will be:   

from k to k+1: ( ) dtkmdtk λλ −= ,  0 ≤ k ≤ m - 1,  from k to k-1: kµ′ dt ,  1 ≤ k ≤ n, 

from k to k-1: nµ ′ dt ,  n +1≤ k ≤ m,  from k to k: 1- ( )dtkk µλ ′+ , when 00 =′= µλm ,  0 ≤ k ≤ m.  

In general there is known a solution of the previous problem e.g. in [1], [2], if all service rates µi  are 

equal toµ. We shall call that model as a basic model and if we denote 
µ
λψ =  then its probabilities of 

states hold: 0p
k
m

p k
k ψ
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ψ .                                 ( 4.1. ) 

It is clear to see that the above model is the specific birth-death process. By means of that mo-del 

we can express probability of state S = k for a closed queue model with different rates according to 

( 2.2. ) as 
( ) 0

21

p
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k µµµ
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µµµµ
λ ,  n+1 ≤  k ≤ 

m,  so that 1
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=

m

k
kp .   

Probabilities of states kp will be next arranged if we depose µ̂  from ( 3.1. ) and 
µ
λψ
ˆ

ˆ = .  We shall 

get ( )
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for n +1 ≤ k ≤ m, so as ( )cp 0  express with condition ( ) 1
0

=∑
=

m

k

c
kp .                               ( 4.2. )  

5  Open model M/M/n/N: On the other hand if we shall assume an infinite source of re-

quirement to the queues they shall be called open models then. Consider now so-called open system 

M/M/n/N with n parallel service points and waiting line in which our previous assumptions stand. 

Thus we assume different service rates with an exponential density function accor-ding to 2nd and 

3rd chapters. Let λ > 0 be the intensity of incoming stream of requirement to the queue. A number of 

places in queue takes a given value and it is denoted as N. If we consider the state of system as a 

number of requirements in the system we can express transition probabilities during dt as: 

  from k to k+1: dtdtk λλ = ,   0 ≤ k ≤ N,     from k to k-1: kµ′ dt ,  1 ≤ k ≤ n, 

    from k to k-1: nµ ′ dt, n + 1 ≤ k ≤ N,  from k to k: 1- ( )dtkk µλ ′+ , 0 ≤ k ≤ N, 00 =′= µλ N .  

Substituting corresponding rates to the ( 2.2. ) and next modifying we shall get proba-bilities 

for a queue with a finite waiting line and different service rates in the form:    

              ( ) ( )N
k

N
k p

!k

ˆ
p 0

ψ
= ,  for nk <≤1 ,   ( ) ( )N
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k
N

k p
n!n

ˆ
p 0−

=
ψ ,  for Nkn ≤≤ ,             ( 5.1. ) 

subject to ( )
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ˆ =  and 
n
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ˆ nµµ
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++
= 1 . 

Using a well-known technique under previous assumptions for different rates of service and equal 

probability of the service we can derive for N → ∞  state probabilities of the system M/M/n/∞. So 

we have  

                ( ) ( ) ( )∞
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∞ == 0p
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and ( )∞
0p  is determined by a condition ( )
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If we replace 
µ
λψ
ˆ

ˆ =  with 
µ
λψ =ˆ  in ( 5.1. ) and ( 5.2. ), for n... µµµµ ==== 21 , we shall get the 

models called again basic models. 

For a queue M/M/n/∞  we need to remind also a condition for its stability treatment. In the basic 

model that condition has a form µλ n< . It indicates that a total capacity of service µn has exceed 

an incoming rateλ to the queue. In the case we reason different service rates we shall  

get an analogous request for an incoming rate and service rates n... µµµλ +++< 21 . 
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6  Unreliable service points: We can take advantage of a previous technique from 3rd 

chapter used for different services rates for solving queues with unreliable service points. Ven-cetel 

introduces in [3] a very simple approach to the queue model with unreliable service points which 

consists in a correction of the model parameters for a single service point. We mean a queue with a 

given probability of the successful service p which indicates a probability to terminate successfully of 

service for attendant requirement in the queue. Moreover, a probability 1 – p indicates a probability 

of failure service for attendant requirement in the queue. Let µ  denote a rate of the service for the 

basic model in each service point. Let next kr express a probability of the successful service in the 

kth service point and 1 - kr  is the probability of the failure of the service. Then µµ kk r=  yields the 

rate of the successful service for kth service point. Assuming equal probabilities of access to an arbi-

trary service point ( )

n
k

p k = , k∈{1, 2, ... , n}  we shall get models with different service rates from 

2nd and 3rd chapters. We derived probabilities of states in formulas ( 4.2. ),  ( 5.1. ), ( 5.2. ) for the 

meant queues where is 
n

r...r
n
...

ˆ nn µµµµ
µ

++
=

++
= 11 .  Thus the queue model with different rates 

of service seems to be a special case of the basic model with unreliable service points. We can con-

sider that those different rates of service represent a fundamental conditions for functioning of the 

queue. Consider that an efficiency of every point and their reliability are different. That point of view 

leads to a very general model with the different rates for the unreliable service points. Its solving me-

thod is assembling both previous methods. Let an every service point operate with the service rate 

kυ  and corresponding probability of the successful service will be kr . Then kkk r υµ =  expresses the 

rate of the successful service for kth service point. Under condition of the equal probability of the 

access to service ( 3.1. ), we get again a model with the different service rates with probabilities of 

the states ( 4.2. ), ( 5.1. ), ( 5.2. ), setting 
n

r...rr
ˆ nnυυυ
µ

+++
= 2211 .  

7  Optimal rate of service: Let us look at a problem of optimising rate of service for the 

queue M/M/n/∞. Then we can use a submitted technique for the other understood models with the 

different service rates after minimal modifications.  

Let us have a queue with n service points with an exponential density function ( ) t
ii

ietf µµ −= of 
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the service time, with 0>iµ , ni ≤≤1 . Let 1c  be average service costs per time unit and let 2c  be 

average store costs per time unit both reduced per one requirement. Next let ( )µ̂,nd S  be the mean-

value of requirements in the queue depended on the number of the service points n and the average 

rate of service µ̂  from ( 3.1. ). By course of that we have done 

    ( ) ( ) == ∑
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.  ( 7.1. ) 

A total costs function ( ) ( )µµµ ˆ,ndcˆncˆ,nC S21 +=  includes the service costs with the costs for waiting 

in line. Moreover we assume that a number of service points n is given and the rate 0>λ  of the 

Poisson incoming stream of requirement we shall take as a constant value to the optimising vari-

able µ? . Valuations of the criteria function ( )µ̂,nC  and ( )µ̂,nd S  will be dependent on the continuous 

variable µ̂  and it will be denote ( ) ( )µµµ ˆdcˆncˆC S21 += .         ( 7.2. ) 

Then we shall specify an optimal average value of rate µ̂  by derivative of the criteria function ( )µ̂C  

with respect µ̂ . We shall compute a necessary condition of the existence of the minimum value set-

ting the first derivative ( 7.2. ) equal to zero. Thus we have  

                                                 ( ) ( )[ ]
021 =

+
=

µ
µµ

µ
µ

ˆd

ˆdcˆncd
ˆd
ˆdC S .                               ( 7.3. )    

Employment of general form of derivative ( 7.3. ) leads to equations of high orders whose solution is 

possible only with computational approach and it does not let us analyse the solution in consideration 

of the costs. Let *?µ denote an optimal average rate of service from ( 7.3. ). We have another prob-

lem how to optimise an optimal rate *?
iµ  for every service point. Denote h∆  as a difference of the op-

timal average rate *?µ  and the average rate µ? . If it is 0>− µµ ˆˆ * then hh +=∆   and if it is 0<− µµ ˆˆ *  

then hh −=∆ . Next denote
n

i
i µµ

µ
ϕ

++
=

...1

, i =1,...,n. The optimal average service rate we can 

express as hˆˆ * ∆+= µµ . After reform we have done 
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So, to obtain an optimal average service rate *?
iµ  for the ith service point it is needed to revise  
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initial rates iµ according to ( )µµϕµϕµ
µµ

µ
µµ ˆˆnhnhn

...
*

iiii
n

i
i

*
i −+=∆+=∆

++
+=

1

.  

8  Conclusions: From the previous results it follows that basic models of the queue with 

equal service rates and the queues with the different rates have a more simple relationship than we 

would expect. Establishing the different rates of the service enables a generalisation of the solution 

also for the queues with the unreliable service points which frame a temporal mo-del between the ba-

sic model and the model with the different service rates. The above descri-bed method optimising an 

average rate of service also allows us to use it for optimising all of the previous models of the queue 

with a respect to their a costs. So we have a solid common technique for solving and optimising the 

whole class of the queue models.  

 

Acknowledgement 

The solved problem is a part of the research project supported by the Scientific grant 

Agency of Ministry of Education of the Slovak Republic and the Slovak Academy of Sciences under 

grant No. 1/7211/20. 

 

References 

[1] Gross, D., Harris, C., M.: Fundamentals of Queueing Theory, Wiley, New York 1985, 1998 

[2] Saaty, T., L.: Elements Of Queueing Theory and Its Applications, Wiley, New York, 1963  

[3] Vencetel, E., S.: Issledovanie operacij, Sovetskoe radio, Moskva 1972 

 

RNDr. REBO  JÚLIUS,  

ŽILINSKÁ UNIVERZITA V ŽILINE,  

DP FAKULTY RIADENIA  A INFORMATIKY,   

BAKALÁRSKA 2, 971 01 PRIEVIDZA 

e–mail : rebo@utcpd.sk 



INTERVENTION MODELS IN TIME SERIES OF UNEMPLOYMENT  
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The economic time series of unemployment are frequently affected by policy changes and 

others events that are known to have occurred at a particular point of time. Events of this type, whose 

timing are known, have been termed interventions by Box and Tiao (1975). Interventions can affect a 

time series in a several ways. They can change the level, either abruptly or after some delay, change 

trend, or lead to other, more complicated, response pattern. Ignoring interventions can lead to an 

inadequate ARIMA model being fitted and a poor forecast being made.   

Interventions can be incorporated into univariate ARIMA model by extending it to include 

deterministic (or dummy) input variables It. It  is the dummy or indicator sequence taking values 1 and 

0 to denote the occurrence or nonoccurrence of the exogenous intervention.  The following dummy 

variables have been found to be useful for representing various forms of interventions: 

l)  A pulse variable, which models an intervention lasting only for the observation T, 

I t t
T= ε ( ) , where ε t

T t T
t T

( ) ,
, .

=
=
≠





1
0

 

 

2)  A step variable, which models a step change in yt beginning at observation T,  

I t t
T= ξ ( ) , where ξ t

T t T
t T

( ) ,
, .

=
〈
≥





1
0

  
 

3)  An extended pulse variable, useful for modeling ´policy on-policy off  ́interventions,    

I t t
T T= η ( , )1 2 , where η t

T T t T( , ) ,
,

1 2
1
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≤ ≤




 T    
 otherwise,

1  
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noting that η εt
T T

t
T T

t
T

j

T T

T j B B s( , ) ( )( ) ( ... ) .1 2 2 1 2
2 1

1
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1= + = + + + −

=
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∑  

 

If yt is generated by an ARIMA(p,q) process, then an intervention model may be postulated as  

y B I Nt t t= +ν ( )         (1) 

where 

 N
B
B

at t=
θ
φ

( )
( )

         (2) 

is the ´noise ´ model, ν ( )B is  a (possibly infinite) polynomial which may admit a rational form such as 

ν
ω
δ

( )
( )
( )

,B
B
B

Bb=
         (3) 

where 

ω ω ω ω ω( ) ...B B B Bm
m= − − − −0 1 2

2 , 

δ δ δ( ) ...B B l Br
r= − − −1 1 , 

where b measures the delay in effect (or dead time).  

 In general, if polynomial  δ ( )B = 1  (r = 0), finite responses of length  m are obtained, whereas 

if r > 0, responses of infinite length are obtained.   

For various specifications of ν ( )B we have various responses to pulse and a step change 

´input´ that are of practical interest.  

 

1)  If time series yt is affected by a pulse input I t t
T= ε ( ) , the polynomial ν ( )B has several forms: 

a)  ν
ω
δ

( )B
B

=
−1  

,  

 

what means, that It has only a transient effect on yt  with ω  measuring the initial increase and δ   the 

rate of decline. If δ   = 0, then only an instantaneous effect is felt, whereas ifδ  = 1, the pulse input is 

really a step change, and the effect is permanent; 
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b)  ν
ω

δ
ω

( )B
B B

=
−

+
−

0 1

1 1 
, 

represents the situation where, apart from the transient effect ω 0 , the possibility is entertained that a 

permanent gain (or loss), ω 1  in yt is obtained;  

c) ν ω
ω

δ
ω

( )B
B B

= +
−

+
−0

1 2

1 1 
, 

shows the case of an immediate positive response followed by a decay and, possibly, a permanent 

residual effect, and this might well represent the dynamic response of unemployment to a policy 

decision. 

 

2)  If time series yt is affected by a step input I t t
T= ξ ( ) , the polynomial ν ( )B has also several forms: 

a) ν ω( ) ,B =  

shows an immediate step response of ω ; 

b) ν
ω
δ

( )B
B

=
−1  

, 

shows the situation of first-order dynamic response and an eventual, or long-run response, of  
ω

δ1−
; 

c) ν
ω

( )B
B

=
−1

, 

represents the case when δ = 1 , in which the step change produces a ramp or trend in yt . 

 Obviously, these models can be readily extended to represent many situations of potential 

interest.  

 

 If the noise model is of multiplicative form 

N
B B

B B B B
at

s

d s D s t=
− −

θ
φ

( ) ( )
( ) ( ) ( ) ( )

,
Θ

Φ1 1
      (4) 

 

and if there are J interventions, the model given by equations (1)-(3) can be extended to 
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 In building models of the type (5), parsimonious forms are initially postulated to represent the 

expected effects of the interventions, with more complex form only being considered if knowledge of 

the dynamics of the intervention, or subsequent empirical evidence, suggests so. The identification 

procedures may be applied to data prior to the occurrence of the interventions if a sufficiently large 

number of such observations are available. If the effects of interventions are expected to be transient, 

then the identification procedures may be applied to the entire data set. Alternatively, the response 

polynomials ν δ ωj j j
bB B B B j( ) ( ) ( )≅ −1 may be estimated by least squares method, for suitably large 

maximum orders, and the identification procedures applied to the residuals y B It j jt− ∑ $ ( ) .ν  

 Once a model (5) has been specified, the intervention and noise parameters can be estimated 

simultaneously by maximum likelihood or nonlinear least squares. 

 The mentioned theory of intervention models will be applied to the variables of unemployment 

of shool-leavers to express the effects of policy decisions of the gowerment.  

 

 

References 

1. Cromwell, J.B., Labys, W.C. and Terraza, M. (1999). Univariate Tests for Time Series Models, 

Sage University Paper. 

2. Enders, W. (1995). Applied Econometric Time Series, John Wiley and Sons. 

3. Mills, T. C. (1990). Time Series for Economists, Cambridge University Press. 

4. Pacáková, V. (1999). Identification of Problem Groups and Problem regions with Regard to the 

Unemployment in the Slovak Republic. 21th Polish Symposium on Spatial Econometrics, 

Zakopane, Poland. 



INTERVENTION MODELS IN TIME SERIES OF UNEMPLOYMENT 155 

5. Pacáková, V. (1998). Probability -statistical Models in Labour Market Analysis. 20th Polish 

Symposium on Spatial Econometrics, Zakopane, Poland. 

6. Rublíková, E., Pacáková, V. (2000). Štatistické modely v analýzach trhu práce, Ekonóm, 

Bratislava.  

7. Hill M.M.: Gender Differences in Pay in Lisbon Hotels: A pilot study in:Anniversary volume from 

the Sixth international conferenve “Quantitative Methods in Buseness and Management”, 

Bratislava, Nov 4-5, 1999, FHI EU Bratislava, p. 98-104 

8. Figueira, J.- M. A.: Some Questions About Modeling Pensions Funds. in: Anniversary volume 

from the Sixth international conference :Quantitative Methods in Business and Management”, 

Bratislava, Nov 4-5, 1999. FHI EU Bratislava, p. 81-87 

9. Linda, B.- Kahoutová, J.: Stochastic model of running of means of transport on the rote. in.: 

Mathematical methods in economy and industry, 11-th joint Czech-German-Slovak Conference, 

Liberec 1998 

 

 

 

 

 

 

 

 

Doc. RNDr. Eva Rublíková, PhD. 

Department of Statistics 

FEI Economic University 

Dolnozemská cesta 1/b 

85235 Bratislava 



A Note on Stochastic Dynamic Programming for the Mean Variance Model 
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Let us consider a Markov reward process, where two important aspects of the model are changed: 

1. the rewards are random variables instead of known constants and 

2. we allow for any decision rule over the moment set of the reward distribution, rather than assuming 

maximization of the expected value of the reward outcome. 

These modifications provide a natural setting for the rewards to be normally distributed, and thus, applying 

the mean variance models becomes possible. Mean variance models were originally proposed for the portfolio 

selection problem by Markowitz [5] and Tobin [4]. 

This problem was originally formulated in Goldwerger [1] and studied for the maximizing of the mean-

variance µ
σ

 
 
 

of the reward outcome. Unfortunately, the key formula presented in this paper is incorrect, see [2] 

for a counterexample. Moreover, the principle of optimality cannot be applied easily for this model. The aim of the 

note is to present correct expression for the mean-variance µ
σ

 
 
 

 (cf. [1], equation (13)). Notations used in [1] will 

be followed as close as possible. 
 

1 A GENERAL DYNAMIC PROGRAMMING ALGORITHM 

First of all we recall the dynamic programming algorithm. We suppose that we have N possible states, which 

are presented by rows of the stochastic matrix {pij}. This matrix describes the probabilistic structure of the 

Markov process. In each state we will have a finite number of alternative choices. If the process is now in state i 

and action k  has been chosen from the alternatives, then
k
ijp  is the probability of transition to state j, ( )k

ijR x is 

the probability distribution of rewards. Thus 

ijp P= (transition from i to j), (1) 

( )ijR x P= ( |X x= transition from i to j), (2) 

Let be ( )ijF x the joint probability function of the rewards, then we can write 

( )k k k
ij ij ijF x p R=  (3) 

We define the total probability function associated with given reward x for the next transition, when the 

system is now in state i and alternative k  is chosen, as 

( ) ( )
1

N
k k

i ij
j

F x F x
=

= ∑  (4) 
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We assume a finite planning horizon of T periods of time. We will seek the total probability function of the 

stochastic present value of the system denoted by ( ),k
iH T y . This probability distribution over y (the 

stochastic discounted present value of all future rewards) depends on the present state i, on the planning horizon 

T and on the chosen alternative k  at each point of time ( ( ) 1

1

1
T

t
t

y xρ
−

=

= +∑ , where ρ is the discount rate and xt 

the reward at time t – we suppose that xt, t = 1,..., T, are independently distributed). 

When we seek an optimal solution of the dynamic programming problem for a stochastic Markovian 

process, we use Bellman ‘s principle of optimality (see [3]). An optimal policy has the property that whatever the 

initial state and initial decision are, the remaining decision must constitute an optimal policy with regard to the 

state resulting from the first decision. Therefore we first find the optimal decision ( )1k • for the period before the 

last (we denote z = 1, t = T – z), then knowing this decision and resulting probability distribution function 

( )1,k
iH y

•
 we go one period backward and find the optimal decision ( )2k • (the decision horizon is two periods 

(z = 2)), and so on. 

For any 1z ≥  we denote the decision function by G and the chosen alternative by k • , so 

that ( ) ( ){ },k
ik z G H z y• = . We denote by ( ),if z y the probability distribution function of starting in state i at 

stage z of the stochastic present value y, which results from the above decision rule, that is 

( ) ( )*

, ,k
i if z y H z y= . We can use a notation D to designate the above two-stage decision process: 

( ) ( ){ }, ,k
i if z y D H z y=  (5) 

Therefore for z = 1 we obtain 

( ) ( ){ } ( ){ }1, 1, 1k k
i i if y D H y D F yρ= = +    (6) 

When the system is in period T–2 in state i, then for any chosen alternative k  we get 

( ) ( ) ( )1 1
* 1, 1 ( 1 |k

ij jR x f y P Y x yρ ρ
− − + = = + +   the next transition from i to j), (7) 

where Y denotes a stochastic present value and * denotes convolution. Then we can obtain joint probability 

function of the stochastic present value at T–2 and the next transitions associated with alternative k  denoted 

( )2,k
ijH y as 

( ) ( ) ( )( )12, * 1, 1k k k
ij ij ij jH y p R x f yρ − = +

 
 (8) 

The total probability function associated with a given y, when the system is in state i at T–2 and alternative 

k  is chosen, is  

( ) ( ) ( ) ( )( )1

1 1

2, 2, * 1, 1
N N

k k k k
i ij ij ij j

j j

H y H y p R x f yρ
−

= =

 = = +
 ∑ ∑  (9) 

Then 

( ) ( ){ } ( ) ( )( )1

1

2, 2, * 1, 1
N

k k k
i i ij ij j

j

f y D H y D p R x f yρ
−

=

  = = +   
∑  (10) 

We can generalize equation (10) as 

( ) ( ){ } ( ) ( )( )1

1

, , * 1, 1
N

k k k
i i ij ij j

j

f z y D H z y D p R x f z yρ
−

=

  = = − +   
∑  (11) 
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since the convolution operation is commutative and associative. 

2 DYNAMIC MEAN – VARIABILITY APPROACH ALGORITHM 

Under the assumptions of the mean variability approach we maximize the ratio of the mean over the standard 

deviation of the portfolio‘s stochastic present value distribution. The definition of the decision process is 

therefore: 

a) All distribution functions are from the normal family of distributions. 

b) For every state of the world (th i-th row of the stochastic matrix) we define the set of alternative K, by 

the superscript k : K = {k | k  is superscript denoting the alternatives for every state i}. 

c) With every alternative there is an associated µ
σ

 
 
 

. 

d) The distribution function thet results from the choice of an alternative is denoted by ( ),t
if t y , where 

i denote the state and t is a time index and y is the stochastic present value. 

Therefore 

( ) ( )2,k k k
ij ij ijX R x N µ σ≅ =  

and when Y(z) is a stochastic variable with distribution function ( ),if z y the denoting 

( ) ( )jE Y z zµ=    and ( ) ( )2
jvar Y z zσ=    

we have for z = 1: 

( ) ( ) ( ){ } ( ) ( )*

1 1

1, 1, 1,
N N

k k k k k
i i i ij ij ij

j j

f y H y D H y D F x D p R x
= =

   
= = = =   

   
∑ ∑  

where ( ) 1
1y xρ

−
= +  and k* is an optimal at time T–1 and 

( ) ( ) * *

1

1 1
N

k k
j ij ij

j

E Y pµ µ
=

= =   ∑  

( ) ( ) ( )
2

2 *2 * * *

1 1

1 1
N N

kk k k
j ij ij ij ij

j j

var Y p pσ µ µ
= =

 
= = −    

 
∑ ∑  

where 
( )2 *k
ijµ  is the second moment of 

*k
ijR . The distribution of Y(z) may not be normal as in [1]. For z > 1 we can 

write 

( ) ( ) ( ){ }*, , ,k k
i i if z y H z y D H z y= =  (12) 

( ) ( )( )1

1

* 1, 1
N

k k
ij ij j

j

D p R x f z yρ
−

=

  = − +   
∑ . (13) 

The convolution ( ) ( )( )1
* 1, 1k

ij jR x f z yρ
−

− + has the mean ( ) ( )1
1 1k

ij j zµ ρ µ
−

+ + − and the 

variance ( ) ( )22 21 1k
ij j zσ ρ µ

−
+ + − . Therefore the total probability function associated with k th alternative 

reads 

( ) ( ) ( )( )1

1

, * 1, 1
N

k k k
i ij ij j

j

H z y p R x f z yρ
−

=

 = − +
 ∑  (14) 

with the mean 
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( ) ( ) ( )1

1 1

1 1
N N

k k k k
i ij ij ij j

j j

z p p zµ µ ρ µ
−

= =

= + + −∑ ∑  

and the variance 

( ) ( ) ( ) ( ) ( ) ( )

( ) ( ) ( ) ( )

( ) ( )

2 1 22 2

1 1 1 1

2
22 1

1 1 1 1

2
2

1

2 1 1 1 1

1 1 2 1 1

1 1

N N N N
k k k k k k k k

i ij ij ij ij ij ij j ij j
j j j j

N N N N
k k k k k k
ij j ij ij ij ij ij j

j j j j

N
k
ij j

j

z p p p z p z

p z p p p z

p z

σ σ σ ρ µ µ ρ σ

ρ µ µ ρ µ µ

ρ µ

− −

= = = =

− −

= = = =

−

=

= + + + − + + − +

 
 + + − − − + − −  

 

 
− + − 

 

∑ ∑ ∑ ∑

∑ ∑ ∑ ∑

∑

 

This variance formula is different from that in [1]. The present formula is in accordance with the counter 

example in [2]. 
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1. Introduction  

Mean variance selection rules were proposed for the portfolio selection problem in [5] and [11] (see 

also [6]). Following the mean variance selection rule, the investor selects from among a given set of 

investment alternatives only investments with a higher mean and lower variance than a member of the 

given set.  

In this note we investigate how the mean variance selection rule can work in the Markovian 

decision models. In particular, we adapt notions and notations used in Markov decision processes 

(cf. e.g. [8], [9]) and in contrast to the classical models we assume that instead of maximizing the 

long run average expected return (i.e. the mean reward per transition) we consider more 

sophisticated criteria taking into account also the variance of the total (long run) reward (details can 

be found in Section 3). In the present article we focus our attention on finding suboptimal and Pareto 

optimal solution to the variance penalized Markovian decision processes. 

Some research in the direction has been reported in the literature. In particular, Goldwerger 

[1] suggests a dynamic programming method for maximizing the ratio of the mean reward to the 

standard deviation (i.e. the square root of average variance) in undiscounted Markov decision 

chains. Unfortunately, this reseach was not successful, see e.g. [7] presenting a counterexample to 

the proposed algorithm. In Sobel [12] the problem of maximization of the mean to the standard 

deviation ratio is analyzed for undiscounted unichained model using the methods of non-linear and 

parametric linear programming. Detailed analysis of variance penalized Markov decision processes 

                                                                 
1 This research was supported by the Grant Agency of the Czech Republic under Grants 402/99/1136 and 
402/98/0742. 
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(including also undiscounted multichain and discounted cases) by methods of mathematical 

programming was performed in [2] and [3].  

2. Markov decision chains with first and second moment average optimality 

Let us consider a nonhomogeneous Markov chain { }…,1,0 , == nXX n  with finite state  space 

{ }N,1,2, …=S . If after the n -th transition the chain is observed to be in state  S∈i  then a 

decision k  in a finite set iD  must be selected. Selecting decision k  in state i  state j  is reached in 

the next transition with probability k
ijp and an immediate reward k

ijr is earned. Moreover, we 

introduce the expected reward (i.e. the first moment of the random reward) earned in state S∈i  if 

decision iDk ∈  is selected k
ij

N

j
k
ij

k
i rpr ∑ =

=
1

 along with the corresponding second moment 

( )2

1
k

ij
N

j
k
ij

k
i rps ∑ =

=  implying that the expected  one-stage myopic  reward variance of the random 

reward earned in state S∈i  if decision iDk ∈  is selected is equal to  

   ( ) ( ) ( ) .
2

1

2

1

22









−=−= ∑∑

==

N

j

k
ij

k
ij

k
ij

N

j

k
ij

k
i

k
i

k
i rprprsσ                                        (2.1) 

Such a Markov chain is called a controlled Markov chain or Markov decision chain. The data 
k
ijp , k

ijr  are assumed to be known to the decision maker. Let NDDDD ×××= L21 .  

Policy Π  controlling the chain is a rule prescribing the decision to be taken after each 

transition in any state of the chain. We restrict on Markov (memoryless) policies, i.e. decision rules 

taking into account only the number of transitions n  and the current state S∈nX  of the chain. A 

policy which takes at all times the same decision rule is called stationary. We write 

( )…,,, 210 πππ=Π  where  Dn ∈π  for every …,2,1,0=n  and i
n
i D∈π  is the decision at the n -th 

transition when the chain is in state i . Stationary policy  Π  is identified by ( )π ~Π . 

Let ( )nP π  be the NN ×  matrix whose ij -th element equals 
n
i

ijpπ  and let 

( ) ( )∏ −

=
=Π

1

0

m

n
nm PP π  (for convenience we set ( ) IP =Π0 , the identity matrix). Obviously, 

( ) ( ) ( )nnn PPP πΠ=Π+1 . Similarly, ( )nr π , resp. ( )ns π , denotes 1×N  vector whose i -th element 

equals 
n
i

ir
π , resp. 

n
i

isπ . If ( )π ~Π  (i.e. if Π  is stationary) then ( ) ( )( )mm PP π=Π . Recall that the 
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limit ( ) ( )( )
nm

n
m

PmP ∑
−

=

−

→∞

∗ =
1

0

1lim ππ  exists; if ( )πP  is unichained (i.e. ( )πP  contains single class of 

recurrent states) the rows of  ( )π∗P  are identical.  

In what follows we denote by ( )Πmv  the vector of total expected rewards (i.e. the sum of 

expected rewards) earned in the m  next transitions. In particular, ( )Πmv  is the 1×N  vector whose 

i -th element, denoted ( )Πm
iv , is the total expected reward earned provided the chain starts in state 

S∈i  and policy Π  is followed. Obviously  

      ( ) ( ) ( ) ( ) ( )Π=ΠΠ=Π −

→∞

−

=
∑ gvmrPv mn
m

n

nm 1

m

1

0

lim         with  π                        (2.2) 

 

provided the limit exists (obviously, the i -th element of ( )Πg , denoted ( )Πig , is the long run 

average expected reward, or the mean reward, if the Markov chain starts in state i ).  

Observe that for stationary policy ( )π ~Π  we get ( ) ( )( ) ( )ππ rPv
nm

n
m ∑ −

=
=Π

1

0
 and for m  tending to 

infinity we have 

   ( ) ( )( ) ( ) ( ) ( ). lim
1

0

1

m
ππππ rPrPmg

nm

n

∗
−

=

−

→∞
==Π ∑                         (2.3) 

Moreover, if ( )πP  is unichained, the rows of ( )π∗P  are identical and ( )πg  is a constant vector 

(i.e., the i -th element of ( )Πg , denoted ( )Πig , equals some constant number). 

Policy ( )1Π̂  is called (first moment) average optimal if  

       ( )( ) ( ) .policy every for      liminf    ˆliminf 111 ΠΠ≥Π −

→∞

−

→∞

m

m

m

m
vmvm                             (2.4) 

Similarly, let ( )Πmu  be the 1×N  vector whose i -th element is the sum of expected second 

moments of k
is  obtained in each of the m  next transitions, provided the chain starts in state S∈i  

and policy Π  is followed. Obviously  

     ( ) ( ) ( ) ( ) ( )( )Π=ΠΠ=Π −

→∞

−

=
∑ 21

1

0

lim         with gumsPu m

m

n
m

n

nm π                               (2.5) 

provided the limit exists (again, the i -th element of ( )( )Π2g  is denoted by ( )( )Π2
ig ). 

We say that policy ( )2Π̂  is second moment average minimal if  
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        ( )( ) ( ) .policy every for      liminfˆliminf 121 ΠΠ≤Π −

→∞

−

→∞

m

m

m

m
umum                           (2.6) 

3. Markov decision chains with mean and square mean variance optimality 

In what follows we make  

Assumption GA.  ( )πP has single class of recurrent states and ( ) 0>πr  for any D∈π . 

Supposing that ( ) ( ) 0 lim 1 >Π=Π −
→∞

m
m vmg  exists, instead of one-stage myopic reward 

variance in state i  given by (3.3), we shall consider the expected one-stage reward variance in state 

i  (if decision k  according to policy ( )nπ=Π  is selected in state i ) as 

( )[ ] ( ) ( ) ( )[ ]222
2 Π+Π−=Π− ∑∑∑

∈∈∈
i

k
ij

j

k
iji

k
ij

j

k
iji

k
ij

j

k
ij grpgrpgrp

SSS
                       (3.1) 

implying that the vector of one-stage expected reward variances at the n -th stage is equal to 

( ) ( ) ( ) ( ) ( )ΠΠ+Π− ggrgs i
n

i
n ππ 2  (observe that ( ) ( )ΠΠ gg i  is an 1×N  constant vector). Then 

(following policy ( )nπ=Π ) the vector of total expected variances of rewards earned in the m  next 

transition is given by 

( ) ( ) ( ) ( ) ( ) ( ).2 ΠΠ+ΠΠ−Π=Π gmgvgud i
m

i
mm                        (3.2) 

Letting ∞→m  for the average expected reward variance we get 

       ( ) ( ) ( ) ( ) ( )( ) ( ) ( ).    lim 21 ΠΠ−Π=ΠΠ−Π=Π −

→∞
gggggumd ii

m

m
                            (3.3) 

Observe that for the i -th element of (3.3) we have 

       ( ) ( ) ( )[ ] ( )( ) ( )[ ]2221   lim Π−Π=Π−Π=Π −

→∞ iii
m
imi gggumd                                      (3.4) 

(recall that under Assumption GA ( )( ) ( )ΠΠ gg  ,2  are constant vectors). 

In what follows instead of average expected reward or average expected reward variance we 

shall consider either 

i) The ratio of the long run average expected reward variance to the long run average expected 

reward (the mean reward), called the mean variance optimality, or  

ii)  The ratio of the long run average expected reward variance to the square of the mean reward, 

called the square mean variance optimality. 
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i)  Mean variance optimality 

The goal is to minimize the ratio of the long run average expected reward variance to the mean 

reward. In particular, we are interested in 

( )
( )

( ) ( )[ ]
( )

( ) ( )[ ]
( ) .liminfliminfliminf

2

1

21

Π
Π−Π

=
Π

Π−Π
=

Π
Π

→∞−

−

→∞→∞ m
i

i
m
i

mm
i

i
m
i

m
i

i

m v
gmu

vm
gum

g
d

                    (3.5) 

Policy Π̂  is called mean variance optimal if for every policy ( )nπ=Π  and every S∈i  

( ) ( )[ ]
( )

( ) ( )[ ]
( ) .ˆ

ˆˆ
liminfliminf

22

Π
Π−Π

≥
Π

Π−Π
→∞→∞ m

i

i
m
i

mm
i

i
m
i

m v
gmu

v
gmu

                       (3.6) 

Supposing that the following limits exist ( ) i
m
im gvm =Π−

∞→   lim 1 , 

( ) ( )( )Π=Π−
→∞

21  lim i
m
im gum ,  condition (3.6) is fulfilled if and only if for every policy ( )nπ=Π  

and every S∈i  

( )
( ) ( ) ( )

( ) ( )








Π−
Π
Π

≥








Π−
Π
Π

∞→∞→
ˆ

ˆ
ˆ

liminfliminf im
i

m
i

mim
i

m
i

m
g

v
u

g
v
u

                                                 (3.7) 

or equivalently if 

( )( )
( ) ( )

( )( )
( ) ( ). ˆ
ˆ
ˆ22

Π−
Π
Π

≥Π−
Π
Π

i
i

i
i

i

i g
g

g
g

g
g

                         (3.8) 

 

ii)   Square mean variance optimality 

The goal is to minimize the ratio of the long run average expected reward variance to the 

square of the mean reward. In particular, we are interested in the ratio 

( )
( )[ ]

( ) ( )[ ]
( )[ ]

( )( )
( )[ ]

.1limlim 2

2

21

21

2 −
Π

Π
=

Π

Π−Π
=

Π
Π

−

−

→∞→∞
i

i

m
i

i
m
i

m
i

i

m g
g

vm

gum
g
d

                      (3.9) 

Policy ∗Π  is called square mean variance optimal if for every policy ( )nπ=Π  and every 

S∈i  

( ) ( )[ ]
( )[ ]

( ) ( )[ ]
( )[ ]21

2

21

2

liminfliminf
∗−

∗∗

→∞−→∞ Π

Π−Π
≥

Π

Π−Π
m
i

i
m
i

mm
i

i
m
i

m vm

gmu

vm

gmu                                      (3.10) 

or equivalently if 

( ) ( )
( )[ ]

( ) ( )
( )[ ] .2

2

2

2

∗

∗

Π

Π
≥

Π
Π

i

i

i

i

g

g
g
g

                       (3.11) 
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4. Suboptimal and Pareto Optimal Solutions for Mean Variance and Square Mean 

Variance Models 

The results summarized in the following two propositions are well known to the workers in discrete 

dynamic programming. The proofs and details concerning the remaining results of this section can be 

found in [10]. 

 

Proposition 4.1. There exists ( ) D∈1π̂ , resp. ( ) D∈2π̂ , unique 1×N  constant vector, 
( ) ( )( )11 ˆˆ πgg = , resp. ( ) ( ) ( )( )222 ˆˆ πgg =  and an  1×N  vector ( )1ŵ , resp. ( )2ŵ , (unique up to an 

additive constant) such that for every D∈π  
( ) ( ) ( )( ) ( )( ) ( ) ( ) ( ) ( ),ˆˆˆˆˆˆ 111111 wPrwPrwg ππππ +≥+=+                                    (4.1) 

( ) ( ) ( )( ) ( )( ) ( ) ( ) ( ) ( ).ˆˆˆˆˆˆ 222222 wPswPswg ππππ +≤+=+                                       (4.2) 

Stationary policy ( ) ( )( )11 ˆ~ˆ πΠ  is (first moment) average optimal (cf. (2.4)), i.e. 

( )( ) ( )ππ π iDi gg ∈= maxˆ 1 ; stationary policy ( ) ( )( )22 ˆ~ˆ πΠ  is second moment average minimal, i.e. 

( ) ( )( ) ( )( )ππ π
222 minˆ iDi gg ∈= , cf. (2.6). 

 

Proposition 4.2. There exists ( ) D∈0π̂ , unique 1×N  constant vector ĝ  and an 1×N  vector ŵ  

(unique up to an additive constant) such that for every D∈π  

  ( )( ) ( )( ) ( )( ) ( ) ( ) ( ) .ˆˆˆˆˆˆˆˆ 000 wPgrswPgrsw ππππππ +−≤+−=                            (4.3) 

Stationary policy ( ) ( )( )00 ˆ~ˆ πΠ  minimizes the ratio of the second to the first moments of average 

rewards, i.e.
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From Proposition 4.1 and 4.2 we immediately get 

 

Proposition 4.3. Mean variance, resp. square mean variance, optimal policy (cf. (3.8), resp. (3.11)) 

is bounded from below by  
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To analyze properties of the variance penalized  optimality conditions we present the 

following useful result. 

 

Theorem 4.4. Let (stationary) policy ( ) ( )( )22 ˆ~ˆ πΠ  be second moment average minimal, see (2.6), 

and (stationary) policy ( ) ( )( )11 ˆ~ˆ πΠ  be (first moment) average optimal, see (2.4). Then there exist 

stationary policies 

           ( ) ( ) ( )( ) ( ) ( )( ) ( ) ( )( ) ( ) ( ) ( )( )rr ππππ ~ˆ , ,~      ,~     ,~ˆ 22211001 Π=ΠΠΠΠ=Π …                 (4.5) 

such that 1,,1,0 −= rk …  

( ) ( ) ( ) ( ) ,every   for         ,   onefor    11
k

k
i

k
ik

k
i

k
i iiii ≠=∈=≠ ++ ππππ S                          (4.6) 

that are Pareto optimal, i.e. there exists no policy ( )π~Π  such that  
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                  (4.7) 

for at least one 1,,1,0 −= rk …  and some S∈i . 

Moreover, every randomized policy arising by randomization of the two subsequent policies 
( )kΠ  and ( )1+Π k  (for 1,,1,0 −= rk … ) is also Pareto optimal.  

 

Furthermore, we can obtain similar results closely connected with mean variance optimal 

policies. Recall that by Propositions 4.2 and 4.1 (stationary) policy ( ) ( )( )00 ˆ~ˆ πΠ  minimizes 
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 (over all policies ( )π~Π ) and (stationary) policy ( ) ( )( )11 ˆ~ˆ πΠ  maximizes 

average reward ( )Πg . In particular, Theorem 4.4 still holds if we replace (4.5) by 

( ) ( ) ( )( ) ( ) ( )( ) ( ) ( )( ) ( ) ( ) ( )( )rr ππππ ~ˆ , ,~      ,~     ,~ˆ 12211000 Π=ΠΠΠΠ=Π …                 (4.8) 

and (4.7) by   ... there exists no policy ( )π~Π  such that 
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Quantitative Methods in Competition Analysis 

 

Ing. Dagmar Straková, Protimonopolný úrad SR 

 

 From economic standpoint competition concerns market structure and subsequent 

behaviour of buyers and sellers in a market. It is a way of production organisation and setting 

of prices. Economic role of competition is to encourage producers and owners of resources to 

offer their goods and services in a cheap way and skilfully done with the aim of consumer 

welfare maximalisation that means maximalisation of economy effectiveness. 

 

However, the aim of firms themselves is to gain market power, i.e. intentional control 

over prices and other relevant factors e.g. quantity, discounts,  that are decisive for business 

transactions. This market power can be obtained through competition restriction and that is a 

market imperfection which leads to ineffective allocation of sources and subsequent impair of 

industry output and economic welfare. Market imperfections allow sellers to decrease output 

of production deliberately with increasing prices to the detriment of consumers and society as 

a whole. 

 

Quantitative methods are the instrument which helps to define the structure and 

behaviour of industry. Empirical analysis of economic issues becomes increasingly a basic 

characteristic of antitrust proceedings abroad especially when dealing with concentrations, 

abuse of a dominant position and agreements restricting competition. 

 

The USA has got a long tradition of economic analysis stemming from the seventies 

when economists at the Department of Justice have got a greater influence as well as from the  

nature of the USA antitrust policy which requires lots of backing and facts finding evidence. 

 

 European antitrust law has started to pay attention to empirical evidence of  

economists only recently. European Commission Notice the Definition of the Relevant 

Market for the Purposes of Community Competition Law, 1997, defences quantitative 

techniques explicitly: "There are a number of quantitative tests that have specifically been 

designed for the purpose of delineating markets. These tests consist of various econometric 
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and statistical approaches: estimates of elasticity and cross-price elasticity for the demand of a 

product, tests based on similarity of price movements over time, the analysis of causality 

between price series and similarity of price levels and/or their convergence. The Commission 

takes into account the available quantitative evidence capable of withstanding rigorous 

scrutiny for the purposes of establishing patterns of substitution in the past"[1]. 

 

 Econometric methods are suitable for rich data antitrust cases. An analyst has to know 

industry and behaviour of main actors in the market. He must appraise credibility and 

suitability of data before implementing empirical test [2]. Suitable method depends on quality 

of data, time and sources which are attainable. Results of econometric analysis should be 

compared with sources of evidence like documents, consumer reviews and marketing studies. 

If economic issues and a hypothesis are formulated clearly, if a model is well-defined and 

collected data are credible, then econometric methods are able to give the right answer and 

they represent a backing instrument when assessing the competition issue. 

  

Analysis of concentrations, agreements restricting competition and abuse of a 

dominant position have the similar analytical proceeding consisting of the following steps: 

1. identification of participants of proceedings, preliminary analysis of their activities – the 

subject of entrepreneurial activity, property and personnel linkage, definition of relevant  

jurisdiction, 

2. definition of influenced markets from the product, geography and time point of view, 

assessment of position of firms in the relevant markets, 

3. assessment of impacts on competition in the relevant markets in connection with behaviour 

restricting competition or proposed concentration 

4. assessment of possible overall economic advantages. 

 Quantification can be involved in each of these steps whereby in every country 

quantitative techniques can differ. However, they are the only instrument for assessment of 

structures and behaviour of industry. Quantitative techniques are used especially for 

• Market definition 

• Market structure analysis 

• Empirical analysis of competitive behaviour of firms, e.g. predatory pricing 

• Assessment of effects of a concentration. 
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Market definition is the most important task when analysing economic competition. 

Statement on competition implications depends on size and form of relevant market. To 

define  a relevant market means to characterise circumstances for market power performance. 

Key element is extent of supply and demand substitution. Primary means for a product market 

delineation is the evaluation of demand substitution – the extent to which buyers would easy 

substitute among alternative products or sources of supplies is characterised. When evaluating 

reactions of consumers one can stem from price and cross-price elasticity of demand. 

Interchangeability of supply, i.e. reactions of customers represent the secondary mean for 

definition of market boundaries.  Level of substitutability of products, necessary for location 

of products in the same market, is high. Market has to be well-defined because a narrow 

definition of market takes into account insubstantial issues and too wide definition can 

conceal the very competition problems. 

 

 Very well known test is the test of hypothetical monopolist or cartel, called the SSNIP 

test in the USA (Small but Significant, Non-transitory Increase in Price). The test identifies 

the smallest number of products or producers, where the hypothetical monopolist or cartel 

which controls supply of all the relevant products, could increase profits by instituting a small 

but appreciable permanent increase in price over the competitive level. Also European 

Commission notice on market definition [1] makes reference to this approach as well as the 

U.K. new Competition Law [3]. 

 

Price trends analysis, demand test and system of demand equations are the quantitative 

tests used for market definition. In general, tests based on price trends should be used 

carefully as they do not enable to evaluate whether prices could be increased by market 

participants in profiting way. However, for the reason of not having data other models are not 

used and therefore markets are defined on the grounds of price tests [4]. 

 

Degree of market concentration was considered one of the main structural characteristics for a 

long time and market structure analysis has become the key indicator of actual and potential 

market power. 
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 Traditional competition analysis stems from Bain’s paradigm on relationship among 

market structure, behaviour and market performance. Under this theory a market structure 

(number of sellers, feasibility of entry) predicts to the great extent the degree of market 

participants behaviour (pricing policy, advertisement) and a market performance in the form 

of effectiveness, technical progress is the result of the market behaviour . 

 

 Nowadays, there does not exist unambiguous opinion on the paradigm. Under some 

economists there does not exist evidence proving hypothesis that structure predetermines 

performance. Industries are very different and at the same time so complex that a simple 

generalisation is not possible. Therefore, the most preferred approach nowadays is case-by-

case approach, i.e. individual assessment of the every case [5]. 

 

Concentration indices 

 Index used within econometric analysis of competition is called a concentration index. 

This index sets up a rate of individual firm to the total production of industry or within 

defined group of firms. 

 

αii
iq

Q
=    where  i= 1, ..., n   and α i

i

n

=
=

∑ 1
1

     [6] 

 Concentration rate CRm points on the position of the m highest shares of firms 

 

C Rm i
i

m

=
=

∑α
1

  ordering the firms so that α α α1 ≥ ≥ ≥ ≥.... ...m n    [6] 

 

 CRm  is defined as a percentage rate of total industry sales /or capacity, employment, 

physical output/ of the largest companies set up under market shares. In the USA CRm is 

measured for the first four firms CR4 whereby production industries are published for 8, 20 

50 firms [7]. 

 

The most popular instrument is the Herfindhal- Hirschman Index (HHI) which is 

equal to the sum of the squares of the market shares 
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           [7] 

 

Under the USA guidelines unconcentrated market has the HHI less than 1000, a 

moderately concentrated market has the HHI between 1000 and 1800 and the market is 

concentrated when HHI is higher than 10 000. Concentration which leads to the increase of 

HHI less than 100 points and HHI is between 1000 and 1800 is not usually investigated. If 

HHI is above 1800 and an increase in the HHI is more than 50 points then a concentration 

could invoke serious competition harm. 

 

Even if HHI seems to be a rational way of concentration measurement none of 

theories and econometric evidences have proven that HHI is a sufficient instrument for 

definition of concentration effects [2]. Every serious case of concentration has to point not 

only on concentration degree under HHI but especially on concentration effects on behaviour 

of market participants, e.g. probability of a collusion. 

 

The question which of the mentioned indexes is the best one has not been answered 

yet. In every case it is necessary to proceed in empirical way and characterise the most 

suitable index for the particular behavioural relations. 

 

When assessing impacts on competition stemming from behaviour of a firm or 

proposed concentration prices are analysed. Even a simple price analysis can give enough 

information as under Hayek‘s statement all relevant economic information are involved in 

data on price of product [9]. Matters are analysed in many ways: 

• Time series of prices are evaluated in conditions of structural changes 

• Actual price trends can be compared with that what a competition model in the 

absence of an event would predict (for example bidding models) [4]. 

 

Assessment of overall economic advantages in connection with behaviour restricting 

competition is also called defence of efficiency. Economists define three types of efficiency 

which are problematic when doing empirical verification: 
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Allocative efficiency means that prices reflect costs in such a way that firms produce 

relatively more of what people want and are willing to pay for. The result is that sources 

within economy are allocated in the way that the output which is the most appreciated by 

customers is produced. Co-operation among independent firms in the market or 

concentrations which decrease number of firms in the market, do not usually support 

allocative efficiency. 

Technical efficiency means that under given output production uses the most effective 

combination of inputs without breaks.  Healthy competition supports technical efficiency. If 

concentration increases beyond a certain level, technical efficiency is reduced, there is a fall 

in productivity. 

Dynamic efficiency means that there is an optimal trade-off between existing 

consumption and investment in innovation and technological progress. Competitive pressures 

in the market support innovation. Firm in the front of technological progress has a chance to 

acquire market power. 

 

The role of economic competition is to improve allocative  efficiency without 

restricting the remaining two efficiencies. 

 

Antimonopoly Office of the Slovak Republic is responsible for the supervision of 

competition rules in our country.  Activity of the Office is focused primarily on observation of 

the Act on Protection of the Economic Competition as amended [9]. Quantitative analysis  in 

competition area has not become yet the instrument regularly used when assessing market 

structures. In sporadic way Herfindhal index HHI was used as a backing argument when 

assessing degree of concentration in the relevant market under a concentration. During 1996 a 

methodology for industry quantitative analysis was tested in co-operation with University of 

Economics and it was confirmed that it is necessary to provide single data collection and to 

work out a methodological apparatus in the next future. After the validity of the just prepared 

new competition law harmonised with the EU legislation the Office is to pay increased 

attention to creation of methodology for quantitative analysis of competitive environment, 

degree of industry concentration, market structure analysis and utilisation of econometric and 

optimalisation progress. 
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GFDS Knowledge Base Operations and Their Applications in Economics  
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Abstract: In this paper we present operations defined on Knowledge Bases of General Fuzzy 
Decision Systems (GFDS).  It is shown how it works on two Knowledge Bases of GFDS for a 
bank, that is checking the credit solvency of an applicant for the credit. 
 
Keywords: General Fuzzy Decision System (GFDS), Operations on Knowledge Base 
 
 
 
1 Introduction 
 
In practice we usually need to express an expert knowledge of more than one expert. Expert 
rules are usually formulated by linguistic terms which is why it is difficult to transform them 
into classical mathematical terms or to apply them to computer-aid processing. For example, a 
bank want to work with an expert system consisted of expert rules (with a knowledge base) 
which would make a decision about the credits according to the conditions of this bank. It’s 
clear, that the expert decision is a subjective. Therefore the bank takes various suggestions of 
knowledge base and these one combine by some operation to only one knowledge base of an 
expert system of this bank. Various approaches can be seen in [2] and [4]. For our 
considerations we’ll use the fuzzy decision systems described in [3] on the base of the model 
of GFDS, created by Jirí. Mockor (see [1]). We would like to describe the knowledge base, 
which is one of the elements of decision system, that works better than original ones and 
define a general operation in the set of all knowledge bases. It’s well known, that the fuzzy set 
theory offers adequate instruments for dealing with uncertainty. 
By modelling linguistic variables in form of fuzzy sets, it is possible  to  transform  expert  
rules  into  mathematical terms. Moreover the  fuzzy sets offers a great collection  of operators 
which are able to aggregate and combine these rules as well as the knowledge bases..  
Throughout this paper U denotes a universe (a discrete set of variants), F(U) the fuzzy power 
set on U, C a set of criterions, (U,C) the decision space. For our purpose this space will be 
constant and we will be working only inside this space. Further PU ∪⊆ F(U)k, where 

nk1 ≤≤ , is an abstract space over the universe U and n
UP ⊆ F(U)n is n-dimensional abstract 

space over the universe U created by n-dimensional vectors with fuzzy sets as their 
components. n

UΦ  is the set of all abstract spaces n
UP  and Φ U is the set of all possible abstract 

spaces PU. Vectors of  fuzzy sets, that have for all elements of the universe the same value of 
membership function equal 1 or 0 are special elements of an abstract space 1

r
 = (1,...,1) or 

0
r

= (0,...,0). For the universe [0,1] we use the above symbols without the lower index,   
i.e. Pn , Φn ,  Φ . 
 
 
 



GFDS Knowledge Base Operations and Their Applications in Economics 177 

2 General Fuzzy Decision System (GFDS) 
 
We begin with definition of GFDS, what introduces a general notion. 
 
Definition 2.1  
Let (U,C) be a decision space. Then a general fuzzy decision system over (U,C) is a set  
 Rg = ( {Gg | g∈K},{wc | c∈C},{Vg,C | g∈K, C∈C },  s,  f  ), 
where 
1. K is a finite set of goals, 
2. Gg ⊂~  [0,1] is a fuzzy set defined for all g∈K, 
3. for every  c∈C there is defined a fuzzy set wc : U → F([0,1]),  
4. Vg,C  is a knowledge base over the set of criterions C ⊂ C, determined by the goal g∈K,  
5. s is a fuzzy inclusion relation, 
6. f : [0,1]|C| → [0,1] is  an aggregation function. 
 
Below we state short intuitive interpretation of this abstract definition. For more information 
see [3].  
 
1. A finite set K is a set  of goals we want  to deal with.  
2. A level of satisfaction of any goal g∈K could be prescribed and is dependent on the goal’s 

importance. A fuzzy set  Gg then represents a required level of satisfaction of a goal  g∈K. 
3. A function wc : U → F([0,1]), then describes a level of satisfaction of a criterion c∈C by a 

variant u from U. The more fuzzy set wc is similar to the crisp set {1} ⊂  [0,1], the better a 
variant u∈U satisfies a criterion c∈C. For the goal g∈ K and the set of criterions C = 
{ c1, c2,…, cn } ⊂ C we can define a set of vectors Wg,C = {( )(,),(),(

21
uwuwuw

nccc … ) | 
u∈U }. 

4. A set  Vg,C = { iV
r

| i = 1, 2,…, m }, where iV
r

= ( Vi,1, Vi,2,…, Vi,n, Vi,n+1)∈Pn+1 , is the base of 
expert knowledge. Any element iV

r
 represents, in fact, some expert knowledge about the 

influences of levels of satisfaction of criterions cj onto level of satisfaction of a goal g∈K. 
In this notation, an expert (for example) states that if a level of a satisfaction of a criterion 
cj can be expressed as a fuzzy set , Vi,j ⊂~  [0,1], then a level of satisfaction of a goal g can 
be expressed by a fuzzy set Vi,n+1 ⊂~  [0,1] . The more fuzzy sets Vi,j and Vi,n+1 are similar to 
the crisp set {1} ⊂  [0,1], the higher levels of satisfaction of criterions or goal are required.  

5. The fuzzy inclusion relation s could be defined as follows: 

s (A,B) =  1 - ∑
>
∈

−

)()(

)),()((
1

uBuA
u

uBuA
A U

 where ∑
∈

=
)(

)(
ASuppu

uAA  

 6. An aggregation function could be for example defined as:   f( a1, ... , an) = min( a1, ... , an). 
 
The relation s and function f  enable us to calculate a total utility function, for example in the 
following form 

hR,g (u) = [ ]),())),((),...,),(((sup 11

),...,(

1

1,1

,

gnncc

VVVV
V

GVsVuwsVuwsf
n

nn

Cg

+

=
∈

+

o
r

r
V

,  

where “o ” represents operation “ ∧ ” or “·”,  for any variant u∈U. The higher the value of hR,g 
(u) is, the better the variant u is from the point of view of Rg. 
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3 Knowledge Base and Knowledge Bases Operations  
 
The base of  expert knowledge is the heart of  our general fuzzy decision system  Besides the 
description of this knowledge base in words in form of  rules  IF-THEN, we need its 
mathematical description, that is equivalent and enables us to handle with it (evaluate, 
aggregate, connect and so on). For this reason we use an abstract space described in [3]. 
We begin with definition of a knowledge base that introduces a general notion. 
 
Definition 3.1 
Let C = { c1, c2,…, cn } be a set of criterions, g∈K be the goal and Φ  be the set of all abstract 
spaces over [0,1]. Then the triple Vg,C  =  (Ant, Suc, ρ ), where 
1. Ant = Pn ∈ Φn ⊂  Φ  
2. Suc = P1 ∈ Φ1 ⊂  Φ  
3. ρ ⊆ Ant  × Suc is a relation, 
is called the knowledge base over the couple (C, g). 
 
It’s clear, that the knowledge base could be defined as an abstract space Pn+1 from the set 
Φn+1 , where first n components of vectors from Pn+1 create an antecedent and the last one 
creates a succedent.  
 
Definition 3.2 
Let A

r
, B

r
∈ UP , where A

r
= ( A1,..., Ak ) and B

r
= (B1,...,Bl ). Then the binary operation "•" 

such that A
r

• B
r

∈( A1,..., Ak,B1,...,Bl ) is called the connection of the vectors of the abstract 
space. 

 
According to the definition 3.2 we can write Pn+1 = { A

r
• S

r
∀ A

r
∈Ant  ∀ S

r
∈Suc : ( A

r
, S
r

)∈ρ}. 
To define operations between two knowledge bases we have to require bases from abstract 
spaces of the same dimension. We consider two knowledge bases 

1Cg,V = (Ant1, Suc1, ρ1), and 

2Cg,V = (Ant2, Suc2, ρ2), where C1 and  C2 are two corresponding sets of criterions. We denote 
C = CS = C1∪ C2 and CP = C1∩ C2. We´ll solve two cases: 
1. CP is an empty set, then we can define for all 1: *

1
rrrr

•=∈ AAAntA , where 1
r

 has |C2| 

components. We denote the set of all vectors *A
r

 by Ant1
*, and 1*

,CgV =(Ant1
*, Suc1, ρ1

*), 

where ρ1
*( *A

r
) = ρ1( A

r
). By analogy for all BBAntB

rrrr
•=∈ 1: *

2 , where 1
r

 has |C1| 

components. We denote the set of all vectors *B
r

 by Ant2
*, and 2*

,CgV =(Ant2
*, Suc2, ρ2

*), 

where ρ2
*( *B

r
) = ρ2( B

r
). Both bases 1*

,CgV  and 2*
,CgV  are evidently from Φn+1, where n = |C | 

= |C1|+|C2|  
2. CP is a nonempty set and PC = m, then we can suppose that all levels of satisfaction of all 

criterions c∈CP  are described by the first m components of all vectors from sets Ant1 and 
Ant2. Each vector of these sets could be described as a connection of two vectors. First 
vector contains the common components of both antecedents and the second one contains 
the rest of components. It means that for all ZP AAAAntA

rrrr
•=∈ :1  and for all 

ZP BBBAntB
rrrr

•=∈ :2 . Now we can define for all 1: *
1

rrrrr
••=∈ ZP AAAAntA , where  
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1
r

 has |C2| - m components. By analogy for all ZP BBBAntB
rrrrr

••=∈ 1: *
2 , where 1

r
 has 

|C1| - m components.  
If we denote the set of all vectors *A

r
 as Ant1

* and the set of all vectors *B
r

 as Ant2
*, we 

can create two knowledge bases 1*
,CgV =(Ant1*, Suc1, ρ1

*), where ρ1
*( *A

r
) = ρ1( A

r
), and  

2*
,CgV = (Ant2

*, Suc2, ρ2
*), where ρ2

*( *B
r

) = ρ2( B
r

), from Φ n+1 , where n = |C1|+|C2|-m. 

 
As a knowledge base is a subset of an abstract space, we’ll define operations between two 
knowledge bases generally as operations between two abstract spaces of the same dimension.  
We consider the relation E ∪∪

UUUU

UU
Φ∈Φ∈

×⊆
PP

PP . For each ordered couple of abstract spaces 

(PU, QU) ∈ UF × UF  we define a relation that is the restriction of relation E on the Cartesian 
product PU×QU , i.e. E(PU, QU)=En (PU×QU). Let´s remark, that this relation could be empty. 
 
We’ll understand operations between abstract spaces as operations between vectors of these 
spaces, i.e. operations between fuzzy sets, that form components of vectors. In many cases 
there is profitable to make operation only between some of vectors. This fact can be described 
by relation E. Let’s now define an operation on the set of abstract spaces of the same 
dimension.  
 
Definition  3.3 
Let n

UΦ  be a set of abstract spaces of the same dimension n over  U and  E be the above 

mentioned nonempty relation between abstract spaces  n
UP , n

UQ  ∈ n
UΦ .  

A fuzzy operation  " Eo "  is a mapping  Eo  :   n
UΦ × n

UΦ  → n
UΦ  ,  such that 

n
UP  Eo n

UQ  = { A
r

 )E( nn
UU Q,Po  B

r
 ∀ A

r
∈ n

UP   ∀ B
r

 ∈ n
UQ  }, 

where         A
r

 )E( nn
UU Q,Po  B

r
 




∈⇔
∉⇔

),,E(),(),,(
),,E(),(0

nn
nn11

nn

UU

UU

QP
QP

BABABA
BA rro…o

rrr
 

for n
UP , n

UQ  ∈ n
UΦ . 

The operation "o " was specified by the index E, as this operation depends on the relation E, 
that determines the couples of abstract spaces and also the couples of vectors, between which 
the operation is defined.  
 
Now we can define the operation between two knowledge bases in the following way. 

1Cg,V Eo  2Cg,V =  1*
,CgV  Eo 2*

,CgV , 

where the type of an operation depends on the experience of an expert. It could be for 
example …,, ∪∩   
It is clear, that operations between knowledge bases could be extended onto operations 
between two decision systems. But it is not the topic of this article. For more information see 
[3]. 
 
4 Example 
Imagine a bank wanting to find a decision system, especially its knowledge base, that is able 
to decide if the financial standing of credit applicants (firms) is good enough to give them a 
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credit The system should estimate whether each firm is enable to repay  it in time. Suppose 
that the bank wants to decide using an information about at least two of the following most 
important criterions: 

c1  – Optimal Debt Ratio (indicates the covering of client's assets by external 
financial sources), 

c2  – Optimal Profit to Owner's  Net Worth Ratio (indicates the return of own 
sources), 

c3  – Optimal Total Liquidity Ratio (indicates the client's handy solvency). 
Assume that the bank disposes of two experts and each of them offers a proposal of his own 
base of rules for the same goal g - to give a credit that will be repaid in time. Bank wants to 
find the new knowledge base Cg,V , that represents (joins together) an expert knowledge of 

both experts. 
Denote the ir knowledge bases as 

1Cg,V  and 
2Cg,V , where C1 = { c1, c2 } and C2 = { c1, c2, c3 }.  

The following tables show expert rules of both knowledge bases: 
                     

1Cg,V                
2Cg,V  

c1 c2 g   c1 c2 c3 g 
S1 S1 S1   S2 S2 S2 S2 
S1 M1 S1   S2 S2 M2 S2 
S1 B1 M1   S2 S2 B2 S2 
M1 S1 M1   S2 M2 S2 S2 
M1 M1 M1   S2 M2 M2 M2 
M1 B1 B1   S2 M2 B2 M2 
B1 S1 M1   S2 B2 S2 M2 
B1 M1 B1   S2 B2 M2 M2 
B1 B1 B1   S2 B2 B2 M2 
     M2 S2 S2 S2 

M2 S2 M2 S2 
M2 S2 B2 M2 
M2 M2 S2 M2 
M2 M2 M2 M2 
M2 M2 B2 M2 
M2 B2 S2 M2 
M2 B2 M2 B2 
M2 B2 B2 B2 
B2 S2 S2 M2 
B2 S2 M2 M2 
B2 S2 B2 M2 
B2 M2 S2 M2 
B2 M2 M2 B2 
B2 M2 B2 B2 
B2 B2 S2 M2 
B2 B2 M2 B2 

 
Expert rules are described by fuzzy linguistic 
variables: L1={X1, T(X1), [0,1], G, M1} for the first 
base and  L2={X2, T(X2), [0,1], G, M2} for the 
second one, where the variable Xi, i = 1,2, is always 
the same for all criterions and the goal g. The 
corresponding sets of terms are  T(X1)={S1,M1,B1} 
and  T(X2)={S2,M2,B2}, where: 
 Si  means small, 
 Mi  means medium, 
 Bi  means big 
level of satisfaction of the criterion or of the goal. 
Evaluations of these terms Mi(Si), Mi(Mi), Mi(Bi), 
where i = 1,2, are represented by the fuzzy sets on a 
universe [0,1]. See the following two pictures. 
 

B2 B2 B2 B2 
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       1               1 
 
 
 
 
 
       0  M1(S1)         M1(M1) M1(B1) 1  0     M2(S2)  M2(M2)        M2(B2 )  1 
 
 
The task is to find a new expert knowledge base Cg,V . It can be derived from primary bases 

1Cg,V and 
2Cg,V as,  for example, 

1Cg,V E∩  2Cg,V = 1*
,CgV  E∩  2*

,CgV , where operation ∩  is taken 

as fuzzy intersection of two fuzzy sets, i.e. (A∩ B)(u) = min(A(u),B(u)), where A,B∈ F(U). 
We’ll get a new linguistic variable L={Y, T(Y), [0,1], G, M}, where Y is the same for 
criterions and the goal g. All possible values of  T(Y) are shown in the next table, where the 
intersection of two terms could be described by: term1 & term2, for example small1 & small2, 
where “&” could be taken as “and” in the natural language. 
 

& S2  M2 B2 
S1 S1S2 S1M2 S1B2 
M1 M1S2 M1M2 M1B2 
B1 B1S2 B1M2 B1B2 

Evaluations of these terms could be represented by the 
fuzzy sets, derived as intersections of fuzzy sets, that 
evaluate terms of L1 and L2. The next picture shows the 
evaluation of S1S2 as M(S1S2) = M1(S1)∩ M2(S2). 

 
 
            1 
 
 
 
 
 
 
             0   M(S1S2)    1 
 
 
Operation E∩  means, that the operation intersection of knowledge bases is restricted by 
relation E. In our case, we’ll make operations only between such expert rules, that are similar, 
i.e. the terms for corresponding criterions are adjoining in an ordered sequence Si, Mi, Bi. To 
simplify the table of relation E, we use symbol iV

r
 for the expert rule from the base 

1Cg,V  and 

symbol ijV
r

= { 1iV
r

, 2iV
r

, 3iV
r

}, that represents three expert rules from the base 
2Cg,V . These rules 

have the same terms for the first two criterions as the rule iV
r

and the term for the third 
criterion is then S2 or M2 or B2. The relation E is described in the next table, where 1 or 0 
mean that the corresponding couple is or is not in E, respectively. 
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E jV1
r

 
jV2

r
 jV3

r
 jV4

r
 

jV5

r
 jV6

r
 

jV7

r
 jV8

r
 jV9

r
 

1V
r

 1 1 0 1 0 0 0 0 0 

2V
r

 1 1 1 0 1 0 0 0 0 

3V
r

 0 1 1 0 0 1 0 0 0 

4V
r

 1 0 0 1 1 0 1 0 0 

5V
r

 0 1 0 1 1 1 0 1 0 

6V
r

 0 0 1 0 1 1 0 0 1 

7V
r

 0 0 0 1 0 0 1 1 0 

8V
r

 0 0 0 0 1 0 1 1 1 

9V
r

 0 0 0 0 0 1 0 1 1 

 
c1 c2 c3 g 

S1S2 S1S2 S2 S1S2 
S1S2 S1S2 M2 S1S2 
S1S2 S1S2 B2 S1S2 
S1S2 S1M2 S2 S1S2 
S1S2 S1M2 M2 S1M2 
S1S2 S1M2 B2 S1M2 
S1S2 M1S2 S2 S1S2 

M  M  M  M  

Now could be created the knowledge base Cg,V . 

This base will have at most 31(i.e. number of 1 in 
the above table) ×  3 = 93 expert rules. In fact some 
of them should be reduced. As there is not place 
enough here, just a small part of the table of this 
knowledge base could be shown. 

B1B2 B1B2 B2 B1B2 
5 Conclusion   
 In this article we defined GFDS as a mathematical model of decision system. We have 
introduced a knowledge base as a set of ordered n-tuples of fuzzy sets (or as a subset of an 
abstract space). We also showed very simple principle, which enables us to do some 
operations between knowledge bases of two different decision systems. If we deal with 
operations, connected with relation E, that are associative (see [3]), we could apply this 
principle to more than two knowledge bases. If an operation, connected with relation E, is not 
associative, then we could obtain different knowledge bases for different sequences of 
decision systems.  
There is a possibility to generalize an operation between abstract spaces, connected with  
2-dimensional relation E, onto an operation among abstract spaces, connected with  
n-dimensional relation E. But this problem we haven’t solved yet.  
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             The problem of concentration and its relation to efficiency is  often studied  in industrial econ-

omy and organisation. Such investigation,  concerning manufacturing industry in Slovakia , is published in 

Uncovský L.-Brezina I (12). 

             The problem of  concentration and efficiency of the commercial banking sector in Slovakia. is 

issue of the paper (13, 14).  The motivation of such an inquiry is connected with the fact, that this sector  

consists of relatively small number of firms and in (8,9,10) there are published data showing their results 

for 1996, 1997 and 1998. 

           In case of commercial banks there is a problem of  indices, used for expressing concentration. 

For manufacturing industries the volume of sales is used. For banks three volumes are relevant for meas-

uring performance, the volume of loans, the volume of assets and the volume of deposits. As  single indi-

cator, the position of banks (deposits - loans) may be used, but there are arguments against use of this 

value. .\ 

The concentration of Slovak commercial banks studied J. Makúch and R. Preisinger in (5). 

Their results are interesting, as they cover the period of 1993 - 1996. They used rate of concentration  

of 5 largest banks (CR5) and rate of the one largest bank (CR1). The results are following: (Table 1) 

                                                                 Table 1. 

  1993 1994 1995 1996 

CR1 Loans 40,83 36,89 35,97 31,97 

 Deposits 53,72 48,13 44,99 39,26 

CR5 Loans 92,87 84,83 79,05 68,7 

 Deposits 92,17 86,21 80,61 72,49 
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Own computations show these values of  concentration rates: 

                                                             Table 2. 

  1996 1997 1998 

CR1 Deposits 0,363581 0,337597 0,3075 

 Loans 0,3466 0,319136 0,3143 

 Assets 0,26450 0,24036 0,21832 

CR5 Deposits  0,75338 0,724699 0,70159 

 Loans 0,7664358 0,723375 0,68352 

 Assets 0,70244 0,65701 0,60280 

HHI Deposits 0,20946 0,18941 0,16194 

 Loans 0,183905 0,15323 0,14992 

 Assets 0,15545 0,13091 0,11021 

     Sources: The journal TREND and data of  the National Bank of Slovakia. 

     From data, published in the Central European Economic Review indices, concerning concentration of 

commercial banks in Slovakia, Czechia, Hungaria, Poland, Romania and Russia, CR5 and HHI for 

1996 and 1997 were calculated.  

                                               Table 3. CR5 for 1996 - 1998. 

  1996   1997   1998  
 Deposits Loans Assets Deposits Loans Assets Deposits Loans Assets 

SK 0,75240 0,76644 0,72044 0,73442 0,71720 0,65701 0,70159 0,68352 0,60280 
CZ 0,82907 0,83409 0,78826 n.a. 0,80447 0,74329 n.a. 0,86474 0,82000 
HU n.a. n.a. 0,56615 n.a. n.a. 0,56986 n.a. 0,57851 0,60013 
PL 0,58689 0,46870 0,52784 n.a. 0,44288 0,49483 n.a. 0,50157 0,54514 
RUS 0,34082 0,47073 0,45327 n.a. n.a. n.a. n.a. n.a. n.a. 
RO 0,78961 0,93332 0,77797 n.a. n.a. 0,77642 n.a. 0,88734 0,85943 

                          Source: Central European Economic Review,October 1997,1998,1999  
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                                     Table 4. CR1 for 1996, 1997, 1998 

  1996   1997   1998  
 Deposits Loans Assets Deposits Loans Assets Deposits Loans Assets 

SK 0,36291 0,34660 0,26450 0,34322 0,31641 0,24036 0,30752 0,31429 0,21832 
CZ 0,29318 0,30842 0,26817 n.a. 0,27766 0,25456 n.a. 0,28951 0,28472 
HU n.a. n.a. 0,27419 n.a. n.a. 0,26821 n.a. 0,19589 0,27882 
PL 0,27243 0,15549 0,19619 n.a. 0,14809 0,19619 n.a. 0,18218 0,19452 
RUS n.a. n.a. n.a. n.a, n.a. n.a. n,a. n.a, n.a. 
RO 0,25533. 0,34725 0,27408 n.a. n,a, 0,25490 n.a. 0,31711 0,33838 

                          Source: Central European Economic Review,October 1997,1998,1999  
 

 

                                       Table 5. HHI for 1996, 1997, 1998 

  1996   1997   1998  
 Deposits Loans Assets Deposits Loans Assets Deposits Loans Assets 

SK 0,20871 0,17982 0,15545 0,18941 0,15323 0,13091 0,16199 0,14992 0,11021 
CZ 0,18753 0,17909 0,15725 n.a. 0,15751 0,14527 n.a. 0,18748 0,17619 
HU n,a. n.a. 0,10741 n.a. n.a. 0,10682 n.a. 0,09138 0,11748 
PL 0,11646 0,06442 0,08076 n.a. 0,05943 0,07562 n.a. 0,07883 0,09407 
RUS 0,03754 0,0746 0,08083 n.a. 0,0782 0,02935 n.a. n.a. n.a. 
RO 0,14744 0,24157 0,15573 n.a. n.a. 0,14945 n.a. 0,21504 0,21221 

                          Source: Central European Economic Review,October 1997,1998,1999  
  

               In (4) the European Central Bank investigated concentration of commercial banks in EMU 

countries. The following three tables show the results: 

                                      Table 6. Deposits of 5 largest banks in %. 

 1980 1985 1990 1995 1996 1997 
SE n.a. 57.94 61.36 84.31 81.77 86.9 
NL n.a. 85.00 79.50 81.90 81.30 84.20 
GR 89.93 89.24 87.67 82.95 82.08 79.57 
PT 62.00 64.00 62.00 76.00 81.00 79.00 
DK 72.00 70.00 82.00 76.00 74.00 72.00 
FR n.a. 46.00 58.70 68.10 68.80 68.60 
BE n.a. 62.00 67.00 62.00 61.00 64.00 
FI 52.80 54.20 46.08 64.17 62.69 63.12 
AT n.a. 32.01 31.95 36.37 35.77 39.06 
ES 37.20 35.10 31.40 39.20 39.78 38.16 
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IT n.a. 19.90 18.60 42.10 40.40 36.70 
LU n.a. n.a. n.a. 22.48 27.76 28.02 
UK n.a. n.a. n.a. 25.00 27.00 26.00 
DE n.a. n.a. 11.57 12.55 14.02 14.19 

                                                           Source: Ref. (3). 
                                         
 
 
                                            Table 7. Loans of the 5 largest banks in % 

                1980 1985 1990 1995 1996 1997 
SE n.a. 62.65 64.89 90.06 86.45 87.84 
NL n.a. 67.10 76.70 78.50 78.10 80.60 
GR 87.79 93.16 89.67 80.75 78.65 79.90 
DK 73.00 71.00 82.00 79.00 85.00 75.00 
PT 60.00 60.00 57.00 73.00 76.00 75.00 
BE 55.00 54.00 58.00 61.00 63.00 66.00 
FI 49.85 49.68 49.65 59.93 57.98 56.23 
FR n.a. 48.70 44.70 46.80 48.60 48.30 
IE 44.40 47.70 42.90 47.50 46.40 46.80 
ES 36.70 35.10 33.40 43.12 42.54 42.13 
AT n.a. 28.87 30.07 34.01 33.38 39.31 
LU n.a. n.a. n.a. 15.13 30.06 28.63 
UK n.a. n.a. n.a. 25.00 26.00 26.00 
IT n.a. 16.60 15.10 26.30 26.60 25.90 
DE n.a. n.a. 13.48 13.83 13.26 13.71 

                                                       Source Ref.(3) 

                                         Table 8. Assets of 5 largest banks in %. 

 1980. 1985. 1990 1995 1996 1997 
SE n.a. 60.22 70.02 85.85 86.21 89.71 
NL n.a. 69.30 73.40 76.10 75.40 79.40 
FI 51.43 51.72 53.48 68.60 73.56 77.77 
PT 60.00 61.00 58.00 74.00 80.00 76.00 
DK 62.00 61.00 76.00 74.00 78.00 73.00 
GR 85.44 82.06 83.32 75.66 71.72 71.05 
BE 54.00 48.00 48.00 54.00 55.00 57.00 
AT n.a. 35.88 34.64 39.19 38.96 48.26 
ES 40.10 38.10 34.90 45.55 44.35 43.60 
IE 59.10 47.50 44.20 44.40 42.20 40.70 
FR n.a. 46.00 42.50 41.30 41.20 40.30 
UK n.a. n.a. n.a. 27.00 28.00 28.00 
IT n.a. 20.90 19.10 26.10 25.40 24.60 
LU 31.06 26.83 n.a. 21.23 21.81 22.43 
DE   13.91 16.67 16.08 16.68 

                                                         Source: Ref. (3)  
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     As concentration itself is concerned the  Slovak banks are highly concentrated. The 5 largest banks 

share of deposits is, comparing with EMU banks on 7th place, behind Portugal and before Denmark. (in 

1997). Similar ist the place as far as loans are concerned. The share of assets is relatively lower, but  the 

7th place of Slovak banks is due in this case too. 

          Among the other postcommunist countries, the most concentrated commercial banks are the 

banks of the Czech republic. They are on the level of EMU banks third place. The banks of Hungary 

and Poland are less concentrated and their values are on the level of EMU average. Beyond this average 

is the concentration of Rumanian banks. On the other side the concentration of Russian banks is  high, 

nearly on the level of Czech banks. 

          In  (4) three groups of countries is identified with regard to the status of concentration“ 

1.  countries with high concentration above 70% (SE, NL, FI, PT, DK , GR) 

2.  countries with medium concentration between 40% and 60% (AT, BE, ES, IE, FR) 

3.  countries with relatively low concentration bellow 30% (DE, LU, UK, IT0.     

         From the mentioned CEE countries, SK, CZ and RO pertains to the first group, the other (HU, 

PL nad RUS) to the second group. 

                   The problem of concentration is investigated first of all as a fact, determining economic re-

sults the given branch. For  commercial banks not only the overall concentration of the branch is impor-

tant, but inside of it the size distribution of banks . The issue is to find correlation  between performance 

indicators  and profit . Such type of  analysis is in  Uncovský (13,14).       

               For analysing relations of concentration and profitability for particular countries, one possible 

way is to compare ranking of given countries banks according their deposits, loans and assets with rank-

ing  according  their ROA and ROE indices.This is done in mentioned papers.   

The scope of concentrations analysis is to find relationship between concentration and efficiency. 

As shown in Uncovský,L.- Brezina, I.(12) and Uncovský,L (13) a (14) it is not easy ro find significant 

correlation between these phenomena.  In (4) this problem is not mentioned. There is a notice on p. 20., 

concerning  relationship between profitability and size (in terms of total assets). A positive relationship 

between them is considered to be„not a general rule“. 
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                 Results show very low correlation between ROA and values of concentration. Higher are the

values of correlation between ROE   and values of concentration.  The highest value is the that of  ROE

and volume of 5 largest banks loans. These results do not allow to state a significant correlation between

concentration and efficiency of banks in EMU countries.  Similar is the result of Slovak banks results

comparison.
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Non-Accelerating Inflation Rate of Unemployment: 

Estimation for the Czech Republic  

 

Osvald Vašícek, Martin Fukac* 

  

Abstract 

Quantification of the Non-Accelerating Inflation Rate of Unemployment (NAIRU) is often 

discussed topic, mainly in the sense of its implementation into the monetary authority 

decision making. We believe that the NAIRU estimation for the Czech Republic has not been 

published yet. Identified model for the short-run NAIRU is based on the new classics 

theoretical approach. The model is treated within state-space framework allowing both time-

varying parameters and unobserved variables to be identified using the Kalman filter (with 

backward smoothing, alternatively). Adaptive identification method provides more robust 

results in comparison with Kalman filter employed by Estrella, Mishkin (1998), Gordon 

(1996) or Staiger, Stock, Watson (1996). The KFS application proved its usefulness in 

modelling economies in transition. Even if the NAIRU does not represent an operative 

criterion for the monetary policy, it can be a useful information source for its formation. The 

Czech NAIRU model is estimated on quarterly data. 

 

Keywords  

short-run NAIRU, long-run NAIRU, Phillips curve, unemployment gap, extended Kalman 

filter with backward smoothing, unobserved states, money illusion 

 

1 Short Run NAIRU Conceptual Model 

 

Prior to the conceptual model description, it is necessary to distinguish short-run NAIRU, 

long-run NAIRU and natural rate of unemployment. The definition of exogenous shocks 

affecting the NAIRU and the price level is critical issue for this distinction. The short-run 

NAIRU is defined as a rate of unemployment consistent with inflation rate stabilised at its 

current level for the next period (month, quarter, semester, year). Its path is affected by shocks 

with both short run and long lasting impact. The long-run NAIRU is defined as the 

equilibrium rate towards which unemployment converges in the absence of temporary supply 
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influences, ones the dynamic adjustment of inflation is completed. We refer to the short-run 

NAIRU thereinafter. 

The conceptual model is based on the new classical economics in what explains fluctuations 

of unemployment rate around its natural rate, short run NAIRU respectively. A model of 

money illusion address to explain the fluctuations in terms of agents’ surprises (unanticipated 

innovations). The reason for the mistaken expectation is that they cannot distinguish relative 

from general price movements (recall Lucas’s misperception model). We proceed from 

following assumption in deriving the theoretical model1: 

 

- agents’ decision depends on relative prices, 

- agents’ behavior is rational regarding to a known information set, 

- labour suppliers are located in a large number of physically separated competitive 

markets, 

- labour demand is distributed unevenly across markets, so the labour price (wage) varies 

across the markets, 

- labour suppliers are price takers and 

- all markets are identical in their behavioral parameters. 

 

We leave the Phillips curve derivation from individual labour demands for a future 

publication. In this article we only suggest the Phillips curve 2 to be established within the 

microeconomic framework.  

 

,,...,2,10)( * Tteuu tttt
e
tt =<++−=− ααππ ßz    ( 1 ) 

 

where π  is an inflation rate, πe is an expected inflation rate, u is an unemployment rate, u* is a 

short-run or long-run NAIRU, z is a term capturing exogenous shocks affecting aggregate 

price level (in the sense of Gordon(1996), Estrella and Mishkin(1998)) and et is i.i.d. with  

 

.s)(Ea0)(E 2' I== ttt eee      ( 2 ) 

 

                                                                 
1 see Sargent (1987) 
2 see Gordon (1996) 
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If πe
t < πt or πe

t > πt  (price level growth is not anticipated in agents‘ expectations), then the 

agents see this disproportion as a change of relative prices, as a change in real purchase power 

respectively. This leads to a change in labour supply and in unemployment. If πe
t = πt then the 

price level change is understood as a change in absolute prices and agents do not react.  

 

NAIRU equation closes the model concept. The NAIRU is determined by lagged 

unemployment gap and the same exogenous shocks zt as the price level, or 

 

,~~
1 ttttt wruu ++∆+= − ?zδφ     ( 3 ) 

,~ *
ttt uuu −=  

 

where u~  is the unemployment gap, ∆r is a change in interest rate (monetary policy tool), z is 

the exogenous shocks vector  and w is stochastic component with the same properties as e.  

 

Equations (1) and (3) are added assumptions on expectation formation (autoregressive 

process) and on composition of exogenous effects hitting domestic price level. Then the 

model becomes 

 

,bbbbbb~b~b~
,aaaa~a~a

2817261524132211

261524132211

tttttttttt

tttttttt

woossrruuu
eoossuu

+∆+∆+∆+∆+∆+∆++=
+∆+∆+∆+∆++=∆

−−−−−−−−

−−−−−−π
 ( 4 ) 

 

where ∆π  is the first difference of net inflation rate3, u~  is the unemployment gap, ∆s is the 

first difference of nominal effective exchange rate logarithm4, ∆o is the first difference of oil 

price index logarithm, ∆r is a change of 3-month interest rate, and e and w are stochastic parts 

defined above.  

 

As the identification method we use the Kalman filter with backward smoothing arranged to 

allow simultaneous estimation of both time-varying parameters and unobserved states. Here, 

state is an unobserved economic variable identified by means of structural assumptions and a 

set of observed variables (signal extraction problem). We need to transform the model (4) into 

the state-space representation in order to estimate time varying parameters and the 

                                                                 
3 Price deregulation (under government control) effects are excluded from net inflation. 
4 Nominal effective exchange rate is defined as an 65% CZK/DEM -- 35% CZK/USD basket. 
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unemployment gap simultaneously. We let parameters to be time varying to detect and 

capture possible structural breaks. 

 

2 Identification Results 

   

Quarterly time series are employed in the model, see Fig.1 for the data. The results of model 

(4) identification with time-varying parameters are found in Fig.2 and Fig.4. Time-varying 

parameters trajectories and their confidence intervals are depicted in Fig.3. Time invariant 

parameter estimates and their standard errors are reported in Tab.1.   

 

Figure 1: Model inputs 
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Table 1:  Time invariant parameter estimates and their standard deviation 

Model equation Parameter 
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Figure 2: Estimation of NAIRU model (4) 
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Figure 3: Estimated time varying parameters paths and their confidence intervals  
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Figure 4: Short-run NAIRU, long-run NAIRU and net inflation estimates 
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Path of time varying parameters seems to be stable (see Fig.3). Their filtered estimates vary 

only marginally around the smoothed constant path. In this sense we can describe the model 

with time invariant parameters without any loss in informational content (see Tab.1). 

 

We can say about the development of unemployment rate and NAIRU in 1994:I.Q-1996: 

IV.Q  (Fig.4) that it is in part approximately steady because the net inflation is “stable” at that 

time period. First well-marked break in this trend is in 1997 when the unemployment growth 

begins overtaking the NAIRU growth and this tendency continues till 1999. The higher level 

of estimated NAIRU in 1997 is caused by growth of 3-month interest rate and by a significant 

effective exchange rate depreciation.  The end of 1999 and beginning of 2000 stands for 

follow-up in being NAIRU and unemployment rate at the same level. However, we can hardly 

assess its stability, because even if the interest rate path and effective exchange rate path 

seems to be stabilized, the oil price shock occurs.  

 

Averaging of unemployment rate on annual intervals approximates long-run NAIRU in Fig.4. 

Even if we cannot educe strict conclusions about real long-run NAIRU from this, we can use 

it for hypothesis (1) testing. It is evident from Fig.4 that the relationship between π , u and u* 

is in accordance with (1). If u < u*, the inflation rate accelerates (1994-1996). If u > u*, the 

inflation rate decelerates (1997-2000).                       

 

3 Conclusion 

 

This early attempt to estimate the short-run NAIRU for the Czech economy is performed on 

the basis of a simple two-equation model. The Kalman filter with backward smoothing is 

applied as identification method. The NAIRU model was estimated with time varying 

parameters. This is convenient for transitive economy conditions. The NAIRU concept is 

unusable as an operative criterion for monetary authority decision making, but we believe that 

it can be an useful information source after augmentation of the basic model and its set in 

wider macroeconomic framework       
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Abstract: One of the central tenets of modern financial economics is the 

necessity of some trade-off between a risk and an expected return. If a 

security’s expected price change is positive, it is needed a reward to 

attract investors to hold the capital asset and bear the corresponding 

risks. If an investor is sufficiently risk averse, he might gladly pay to 

avoid holding a security which has unforecastable returns. Correct 

estimation and prediction of the volatility is thus most important for 

major financial institutes, because volatility is directly related to usual 

risk measures.  

Keywords: Risk, Expected return, Stochastic Volatility, Uncertainty Principle, 

Cramer-Rao Bounds, Informational Content 
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Introduction 

Modern financial economics theory is concentrated on the informational 

efficiency of the options markets. Capital assets prices, conveying information 

in the option markets, are depended on a volatility. Long time it is recognized 
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on capital markets that capital asset returns exhibit volatility clustering. Correct 

estimation and prediction of volatility are most important for major financial 

institutes, because the volatility is directly related to usual risk measures. Since 

all modern theories of capital asset pricing relate first moment( risk premium) to 

second moments( measures of risk). Today it is clear that standard ARCH 

models can only be the starting point of model. Therefore modern theory is 

concentrated on time series techniques that have been developed for modeling 

σt
2 . The integration of time series techniques for conditional mean into 

structural econometric model building has led to a much deeper and richer 

understanding of the underlying dynamics. The instantaneous variance of 

return implicit in the price of the call option can be interpreted as an ex 

ante forecast of the average volatility of the underlying capital asset 

over the life of the option (see Merton(1973)). The ability of implied 

volatility to predict the future volatility of an underlying capital asset is 

considered as a measure of information content of call prices. The prediction of 

future market volatility is of interest due to the theoretical relation between the 

expected market risk premium and the ex ante volatility of the market( 

Merton(1980)). Recent studies using the GARCH framework find that volatility 

is persistent over time (Bollerslev, Engle, and Wooldridge (1988)). This 

suggests that the GARCH model may be useful in predicting future 

volatility. A related model for conditional volatility is based on the empirical 

evidence which showed that stock returns are negatively associated with 

unexpected increases in volatility. This negative association implies that 

conditional volatility has an asymmetric relation to past data. To capture 
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this asymmetry, the GARCH model is modified by making a logarithmic 

transformation of the conditional variance equation (EGARCH). The GARCH 

model for volatility provides a more general framework for evaluating the 

incremental information content of implied volatilities than has been previously 

available. The GARCH framework explicitly accounts for the time series 

behavior of the volatility and the relation between expected returns and the 

conditional market volatility as well. A predictive content of the implied 

volatility was added to the GARCH model as an exogenous variable and was 

assessed that the implied volatility is an important determinant of conditional 

volatility ( Day and Lewis(19992)). 

This paper is focused on adding a new estimator of volatility 

constructed on Rao-Cramer-Wolfowitz information bound. It is showed that 

this estimator is efficient and prices constructed on this estimator convey all 

information and therefore markets are cleared. An information content of the 

capital asset market is defined on probability distributions capital assets prices. 

It is assumed that a family of probability distributions of capital assets prices is 

an exponential family of probability distributions. The mean-reverting Ornstein-

Uhlenbeck process is used for modeling of a stochastic volatility ( Oksendal B. 

(1998)). A byproduct of this analysis is formulated a new notion of the 

economic uncertainty principle saying that a product of the variance volatility 

estimator and the information content of capital asset market is bounded from 

below by 1. The economic uncertainty principle says that for obtaining more 

accurate estimation of the volatility is necessary to increase information content 

of capital asset market as well. But the information content of the capital asset 
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market is doubtless an exogenous variable. Therefore is possible to obtain only 

such an accuracy of the estimation for the volatility which is prescribed by an 

information content of the family (exponential form) of probability distributions 

capital assets prices.    

Stochastic Volatility 

Each market participant has to calculate forecasts for a capital asset 

price and for a volatility. Let us introduce equations for these items:Consider a 

stochastic differential equation(SDE) for a capital asset price St   

dS S dt dWt t t t= ⋅ ⋅ + ⋅( )µ σ 1    (1) 

where    µ  - the drift parameter is constant,  σ t  - the diffusion 

parameter is assumed to change over time by another SDE ,  Wt  - the Wiener 

process. A solution of the SDE has the following form 







 ⋅+⋅+⋅−⋅= tttt WttSS σµσ 1

2
0 2

1
exp    (2) 

A model for the stochastic volatility can be expressed by the another 

SDE formed as follows 

( ) tttt dWdtd 2
0 ασσσλσ +−⋅=    (3) 

where   σ 0  - long-run mean of the volatility, σ t  - the actual volatility 

 λ   -  the adjustment parameter, α > 0  -is a parameter. 

By assumption, a volatility of  the capital asset price has a long-run 

mean of σ0 . But at any time t, the actual volatility may deviate from this long-

run mean and the adjustment parameter is λ. The increments dW t2  are 

unpredictable shocks to volatility that are independent of the shocks to capital 
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asset prices St . A solution of this SDE by the method from Oksendal  has the 

following form 

))(exp( 202
0

0

0 WWds t

t

s

s
t −⋅+

−
⋅⋅= ∫ α

σ
σσ

λσσ   (4) 

Let us now assume that σ0 is unknown parameter. We will estimate 

needed parameters from the realizations of {St , t > 0}    where 

(5) 

 

where  σt   represents the expression (4). 

A solution of this SDE has the following form 

S S t t Wt t t t t= ⋅ − ⋅ + ⋅ ⋅ − + ⋅ ⋅0
2 2 01

2
exp( ( ) )α σ λ σ σ α σ   (6) 

Thus each market participant has to forecast both a capital asset price and a 

level of the stochastic volatility. We realize an estimation of long-run volatility 

σ0 on an exponential family of probability distributions. 

An estimator for σ0   

Let τ=τ(s) be  increasing Markov stopping times adapted to the 

information set Φ t t, ,≥ 0  generated mainly by historical assets price time series 

and ( )( )ss ,τδδ = be an estimator for the parameter σ0 . We will work 

with an exponential family of probability distributions only. Let us introduce an 

exponential family of probability distributions: 

For random processes the { ,   >  }  S tt 0 and the Wiener process W we can 

derive a density of probability distribution in the following form 

dS a S dt b S dW
a S S

b S S

t t t t t

t t

t t t t
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Let us introduce several technical assumptions ( see an appendix) 

for both processes and probability distributions as well. Let (C,B) be a 

space of continuous functions on < ∞ ≥ =0 0 00, ) , ,S t St  and  B  is a minimal 

σ-algebra { : , }.S S v tv ≤ Let µ µW and S   be measures on (C,B).   

Theorem  

Let δ δ τ= ( ( ), )s s be an unbiased estimator of parameter σ0, i.e., 

E s s[ ( ( ), )]δ τ σ= 0     (8) 

then 
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Proof: A framework of this proof has used of the Rao-Cramer-Wolfowitz’s 

theorem (see Liptser, R.S., Shiryaev, A.N.). 

An Economic Uncertainty Principle 

An economic uncertainty principle has the following form 

(10) 

An information content of the capital asset price we call the following 

expression 
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Example 

Let the capital asset price equation has the following form 

S S t t Wt t t t t= ⋅ ⋅ − ⋅ − ⋅ ⋅ + ⋅ ⋅0
0 2 21

2
exp[ ( ) ]λ σ σ α σ α σ   (12) 

where r is nominal interest rate, S0 is initial stock price, and n is a discrete 

time. Parameters values used in the following examples are: 

r S n= = = = =018 1 0 2 0 09 200
0. , , . , . ,α σ  A behavior this equation is shown on  

the fig.1 
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The information content of the capital asset price in this example has the 

following expression 
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The behaviour of the information content of the capital asset price in this 

example, i.e., equation (13), is demonstrated on the fig. 2. 

Conclusions 

A notion of the information content of the capital asset price is very important 

for finding of low bound for variance of asset price time series. In this case it is 

not necessary to use an implied volatility estimator for forecasting capital asset 

price. Now, we are able to construct an efficient estimator of capital asset price 

with exponential family distribution for capital asset prices and Wiener 

processes. 
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