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Round Trip Departuresto Serve Customers under Risk

Ondrej Bartl
University of Zilina, Slovakia

1. Operations Management in Services

Service centres are expected to meet requirements of customers effectively. Operations man-
agement rules should accept the facts that service providing activities are made over time in
an environment of risk. Thus, service centres belong to stochastic dynamic systems, where
economic consequences of system operation must be taken into account. Compromises are
required between serving customers promptly and letting them waiting for service. Set of pre-
scriptions that show dispatchers in a service centre how to control service process over a
planning horizon is a policy. The policy determines, whether financial outcome of the system
operation is acceptable or not. If service centre has probabilistic laws of motion governed by
the Markovian property, then the future depends only on the present situation in the system
and not on the past history. In such a case the policy for cost effective decision making on

providing services can be revealed by means of the theory of Markov decision processes.

2. A service centre with round tripsto serve customers

Thereis aclass of service systems, where batch service is practised. Here we deal with asys-
tem with one service car used for round trips to serve customers. Service centre of the system
registers requirements of customers for service from an attraction area of the centre. Accord-
ing to the current situation in the system, dispatcher in the service centre decides when to de-
part the car with a serviceman to visit customers and provide them with a service required.
Customer requirements for service arrive into the service centre as a (stationary) Poisson
process with rate | > 0. Due to a limited service capacity, there is a limitation L for the num:
ber of customer requirements that the centre is able to accept. It means that the service e
guirement of a customer arriving into the service centre in the situation, when the current
number of registered customer requirements is L, is rejected without any registration. It is
obvious that the dispatcher in the service centre can decide on the start of around trip to serve
customers in some time points only. A return of the service car into the centre upon comple-

tion of a round trip is one occasion to decide. Each arrival of a customer requirement, while
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the service car is parking in the centre, is another possibility to make the decision. Points of
time specified above are decision epochs. Time consumption to serve one customer is consid-
ered being a deterministic variable whose value is given by atechnical norm. If i > 0 custom-
ers are to be served during around trip, then the corresponding duration of thetripist(i)=r +
s. Time required to reach the area with customers from the service centre and to return back
is roughly approximated by the constant quantity r. A long term non-stop operation of the
service system in unchanged financial conditions is assumed. Costs associated with round
trips and with waiting of customers for service, together with rejection costs, reflect economic
consequences of the system activity. Decisions on departures of the service car are expected
to minimize the total outcome of service centre expenses over the planning horizon. The rules

for decision making can be found on the basis of Markov decision modelling.

3. A sami-Markov decision model for sequential decisions on starting round trips
The aforementioned system is a queueing system with Poisson arrivals and deterministic ser-
vice times with a batch service pattern, where one server exists and the length of a queue is
limited to L. Since decisions on service car departures are taken at points in time, when some
important events occur, the service system considered is a discrete event dynamic system.
Time intervals between consecutive decision epochs referred to as review intervals or stages
are random. The decisions are made in an environment of risk, depending on the current sys-
tem situation at decision epochs. The choice of a decision influences future decision making
situations. Due to the memoryless property of the arrival Poisson process, the impact of the
system history on future system evolution is realized only through a present system state ard
the subsequent decision on a control action without dependence on previous states and deci-
sions. The controlled evolution of such a dynamic system with the Markovian property over
an infinite planning horizon may be represented by a semi-Markov decision process. Building
the corresponding decision model enables us to determine an optimal policy for taking control
actions by means of the theory of Markov decision processes. A semi- Markov decision model
is built up, when the state and action variables are defined, the state and action spaces are
specified, the transition probabilities, the cost functions and the stage length functions are
determined and the criterion of interest is formulated.

Thetime set of the system is T = [0, ¥). The set of stagesis S={0,1,...}, where the starting
stage is numbered by the numeral 0. Let, fornT S, T, denote the time, at which the nth deci-
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sion epoch occurs, with convention that To © 0. Quantities T,, n T S, are random variables.
The corresponding set of decision epoctsis Ts={To, Ty, ...}, where T,T T=[0, ¥),nT S.

The situation in the system at the nth decision epoch Ty, is the state of the system at time T,.
It is denoted by the random variable X, © X.(T,). The state X, represents the number of regis-
tered customer requirements for service at time T, before making a decision on the control
action. The set of possible values of states is the state space X = {0,1,...,.L}. The action a, °
an(Tn) chosen by a decision taken at decision epoch T, is atechnological operation that has to
be realized during the stage n 1 S between decision epochs T, and Tn+1. The (control) action
a, is the mode to be applied for the service car in the centre from time T, onward. In general,
two modes are possible: to depart and ride (the action a, = 1) or to wait and be idle (the action
a, = 0). If the former mode is chosen, the car with a serviceman will start around trip to serve
all the customers, whose requirements have been accepted, being included in the current reg-
istration list at the epoch T,,. Then the centre clears the list of entries. If the latter alternative is
employed, the car will prolong its idle regime period, waiting in the centre for the next cus-
tomer requirement arrival. The set of feasible actionsin state i T X isA(i), where

i0 for i=0
Ai)=tod for i1 f2..L-1 ®
11 for i=L
The action space A of the system is the union of al A(j), iT X. Hence, A ={0,1}.

The length of the review interval between decision epochs T, and Tp.1 IS represented by a
non-negative random variable t, © t,(Xn,a&). That is, t, denotes the duration of the nth stage,
ni S.Let V be arandom variable with the exponential probability distribution function G(t)
=1- €'t t3 0and the probability density function g(t) =1 € ', t 3 0. Then,

t, ot (X,a)=at(X,)+{- a,)v,nl S )
Recall, that t(X,) =r + sX, is the time consumption for a round trip to serve X, customers and
anl A(Xy)) 1 A={0,} isthe control action employed in the state X,, at the decision epoch Tp.
The quantity V represents either an interoccurrence time between successive customer e-
guirement arrivals or the time between a return of the service car to the centre and the next
coming customer requirement. The same probability distribution function G(t) is valid for
both cases, which is justified by the memoryless property of the exponential distribution of
interarrival times; P{V>t+z|V>t} =P{V>2Z foralt3 0,z3 0.
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Let Z(u) be the number of customer requirements that arrive into the service centre during
atime interval with the length of u time units, u3 0. The behaviour of the service system over
time is then represented by the following transition equation:

X, =(@-a )X, +1)+a, mn{z(t(X,)), L}, ni S ©)

Letting Z, © Z,(X,a,) denote the number of customer requirement arrivals within the
review interval t,, we find that Z (X, ,a )=a,Z(t(X,))+(1- a, ), nl S. Note, that if at a
decision epoch a 0-action not to depart the service car is taken, then the service centre waits
for the next customer requirement arrival, when a new decision on the car departure is made.
This results in the arrival of just one customer requirement during such a review interval, the
length of which is exponentialy distributed with the mean value of /I time units. The prob-
ability mass function for random variables Z,, n1 S, is stated as follows:

Te Ol (i)[/kt it a=2il {12...,1},kT {0a..}
p(i.a)° P{z,(.a) =K =11 it a=0il {01..L- k=1 (4
10 if a=0,i1{01..,L-%k1
Probabilistic laws of system motion are expressed by stationary transition probabilities:
p(i, j.a)= P{X,. = i|X, =i,a, =4}

}.1 if il X-{l,a=0j=i+1

e . _ = . _ ~ 5
:%o if |1x {U,a O,jAl X -{i+1 orni S (5)
ip,(i,2) it il Xx-{dha=1ij1 x- {4

11- & o p (i) if i1 x-{dha=1j=L

Expected duration of review intervals between consecutive decision epochsis given by sta-
tionary stage length functions:
t(i.a) =Ek (x,.a,)x, =i.a, =a]=Ef ,(x,.a,)X, =i,a, = 4]
= Ela,t(X,)+ (- a,V|X, =i,a, =a],iT X,al A()nl s. ©

We can specify, that
()=l +s]=r+s i il x-{dha=1
_'IfE[V]=Q¥[1- Glta=11 i il X-{L}a=0

t (i,a) (7)

Let the random variable C, © ¢,(Xn,an) represent the cost associated with the system opera-
tion in the nth stage, which isincurred during the review interval t,. Stationary cost functions

described hereinafter express economic consequences of the service system activity:
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= Ele(X,.a)|X, =13, =a| = E[c, (X2, )X, =i.a, = 2]
o glc,|X, =i.a, =a]= E[S(X,,a,)+W(X,.a,)+R(X,.a,)]X, =i,a, =4
= E[S(X,,a,)|X, =i,a, =8| +EW(X,,a,)|X, =i,a, =a]+E[R(X,,a,)]X, =i,a, =4
= S(i,a)+W(i,a) +R(i,a), i1 X,al A( ),nl S.
The cost function c(i,a) consists of a service cost function Si,a), a waiting cost function
W(i,a) and arejection cost function R(i,a).

The service cost function S(i,a) represents an expected cost associated with a round trip to
serve customers:

Sli,a) = E[an(f +an)|Xn =i,a, :a]: Ela(f +mi)]=a(f +mi), iT X,al Ali),nT S. (9)
The cost coefficient mis a cost incurred to serve a customer and the constant f is a fixed cost
spent by around trip.

The waiting cost function W(i,a) reflects (expected) expenses accompanying situations
when customers are to wait for service. Let x(t) be the number of customer requirements reg-
istered in the service centre at time t after the current decision epoch T, whent = 0 and x(0) =
(1 - an)Xn. Thus, x(0) = 0 if the action taken in time Ty, is a, = 1. Considering w to express the
cost incurred per customer waiting for service per unit time, we can stete:

t(x,) v

é ! u . - -
W(i,a)= Ega.w ¢ x(t)dt +(1- a,)woX,dt] X, =i,a, =ag il X,al A{)nl S. (10
e 0 0 g

Thenforil X- {L}:

¥\e

1= O~éw
é

\% ~ ¥ u

v = ugg(u)u @E§N@,

To derive W(i,1) for i T X - {0}, we introduce non-negative random variables Y, k = 1, 2, ... .

w(i,0)=E (u)du = wil Eye"“du =‘;V_i_ (11)

(D: ('D> (O}
C>C c
C>C c
C>& c

(‘j
0

OO/

o

The quantity Yk represents the point in time (measured since the current decision epoch),
when the kth customer requirement after the current decision choice arrives into the service
centre. This random variable has the Erlang-k distribution with the probability distribution
function G(t) and the probability density function g(t):

_,o st (i) s (19 20 k=
G, (t)=1 ae' g.(t)=1e 1 | >0, t3 0, k=12,. (12)
Takel(yt)=1lifyEtandI(y,t)=0ify>t. Let
1o |(Yk,t(i))=f'1 % £1() forki {12,.},iT X - {0} (13)

10 if Y, >t(i)
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be an indicator random variable revealing, whether the time point Yy of the kth customer re-
quirement arrival after the service car departure has occurred before the time t(i), when a
round trip to serve i customers is completed. Recall that x(t) £ L for t 3 0. Then we can write:

£ t(i)
W(i;L):EgN(‘)X(t) dtg = Eea w(t(i) - Y )l §

¥

WD) - Y1 (Y t @)Y, = Yo, (v)d

Do

0] k=1 k=1
Loat()
= & Vebott) - v (v tou () + SEIwde) - v (.t ()
kleO (i) b (14)
Lot(i)
=8 o0~ o,k =w F06,(0)- £e.uto)
W;Lt(l) % é’l ()82| (L+j)L- j+D)- -Jt(l)% it X -{d}.

The rgjection cost function R(i,a) presents (expected) expenses associated with nonaccep-
tance of customer requirements. Denoting by b a penalty cost incurred per customer require-
ment rejected due to the registration limit overrun, we state:

R(,a) = Elabmax{z,(X,.a,)- L,O}X, =i,a, =a|, il X,al A(inl S.  (15)

Weseethat R(i,0) = 0fori T X - {L}.If al-action to depart the service car is chosen, then:

R(i,1) = Elbmax{z, (i 1)- L’O}]zé Elomax{z, (i.1)- L.}z, (1) =K|P{z, (i.1) = k}
= 4 bmaxfk - L,0}p 1)=& blk- L), (2)= & blk- Lp,.)- éib(k- U i2) a8

=
1l

0 k=L+L k=0 0

=
1

il x-{d.

bE[Z t(i))]- bL - ba (k- L)p, (i1 =b§ t(i) - L+a(L ), (:);

=0

[t el g

The controlled stochastic process {X(t),t 3 O}, where X(t) is the state of the system at

time t, characterized by transition probabilities (5), stage length functions (6), and cost func-
tions (8), is a semi-Markov decision process sﬁtisfying the Markovian property:

P{ v = X0 =ha, =0, X =i g,8,, T U e, XO:iO,aO:uo}
= P{X,4 = i|X, =i,a, -u}
for eech ni S={01,..},and for eachT,.,,T,,...T,T T =[0,¥),and T, ° 0, (17)

and for dl j,i,i_,..i,io] X,andfordl uu _,,..,u,u,1 A,
with notation X, © X (T,)=X(T,).a,°a (T,).T,T T,nl S

The process {Xn i S} is the embedded Markov decision process corresponding to the sys-

tem evolution described at decision epochs only.
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A prescription for selecting actions in all states of the system at some decision epoch is the

control rule. Let d, denote a control rule for taking actionsin stagen| S at decision epoch T,
T T.Thesequence d = {dn}ni ¢ congtitutes a (control) policy. The policy is acontingency plan

prescribing control actions to be employed in the system states at any decision epoch over the
planning horizon. Due to the Markovian property (17) and stationary nature of the system
behaviour, a stationary Markov control policy
d={d,}  withd, =dfordl T,1 T=[0,¥)adnl S={01.},wheed: X ® A, (18)
can be applied for sequential decision making on round trip departures to serve customers.
The symbol d is often used to denote such apolicy instead of d.
The criterion of interest reflecting economic consequences of the policy application is

stated in the form of conditional expectation:

A"()_|t|@§r;|58 ()|x0 dg iT X, (19)

where C(t) is the total cost incurred up to timet 3 0. The quantity A%(i) represents the long-run
expected average cost per unit time given that the initial state is i and the stationary Markov

policy d is applied. Using an aternative criterion formulation and noting that C, °© ¢cy(Xh,an),

tn® tn(Xnan), 8 = d(X,) and p° ( Ilm(%n) X =j| X, =1, d} we get:

d e_oC|X = i.dy éxc(j,d(J))pf’(j) B
A0)= im =N _Id;_ét(i,d(J))pF(j)’ X )

it x

A stationary Markov policy d” is said to be optimal, if
A () =min A*() foralil X. (21)

The optimal policy d” can be revealed by means of computational methods [1], [2] for semi-

Markov decision process optimization.
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Does the SNA93 Subdivision of the Household Final Consumption into Consumption
Expenditure and Actual Consumption Affect the CPI? The Case for Italy’

Buzzigali L., Ferrari G.

Dipartimento di Statistica"G. Parenti”, Universitadi Firenze
1 Introduction

The Consumer Price Index (CP1) is one of the mogt rdevant tools for macro and micro economic
andyds policy and decison. In macro economic andyss, its use as a measure of inflation is commonly
acoepted. Likewiss, its rdevance as one of the Nationd Accounts (NA) deflators is widdy recognised: on
the one hand, palicy mekers greetly benefit from the information on inflation goringing from the CH fig-
ures when taking their decison; on the other hand, nationd accountants have a ther disposa a powerful
indicator ingde the whole battery of deflators for the congtruction of congant price accounts. In micro
economic ground, again the CPI playsacrudd rolein inflation measurement, asit provides busnessmen,
enterprises, households, with a basic information for individua andysis and decisions.

Despite the many theoreticd discussions, methodological controverses and andytic problems re-
lated to these uses and the consequent cautions one has to keegp in mind when dedling with the above
matter and when handling the CH1, there is no question about the substance of what outlined above: the
centrd role held by the CPI in the whole system of Statigtics for Economics.

In Itdy, the Nationd Statigtics Indtitute (ISTAT) daborates three CPIs the so-cdled "System of
consumption priceindexes’ (ISTAT, 1999):

(@ the"Indice nazionde de prezzi d consumo per l'intera collettivitd" (NIC), which refers to

generdity of consumption of domestic household,

(b) the"Indice de prezzi d consumo per le famiglie di opera ed impiegati non agricali” (FOI),
which refers to consumption of households whaose head is a dependent non farmhand;

() the "Indice amonizzato dei prezzi d consumo per i paes ddl'Unione europed’ (IPCA),
which refers to the generdity of domestic households, but restrictsits field of observation to
consumption of goods and services whose prices are comparable in the different countries of
the UE; it covers about 94% of the NIC.

" Thispaper hasbenfited from a40% MURST finandid support.
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and Actual Consumption Affect the CPI? The Case for Italy

All the above indexes are fixed base Lagpeyres type indexes. The price rddives are ratios of
monthly prices to base year average prices. The data on weights are represented by the consumption fig-
ures elaborated by the NA Divison (NAD) of ISTAT and based on Family Budget Survey (FBS) data
and on NA information. They are purposvey modified and made more detaled by the Price Indexes
Divison (PID) on the bass of "externd" information (Mogtacdi, 1999a). These weights do not take into
account & dl or, in some cases, in avery limited way, the didinction between actual consumption and
consumption expenditure, now dated both by the SNA93 and the ESA95. This causes a likdy sgnifi-
cant bias in the estimates of the indexes a any aggregation leved that cannot be disregarded, a leett in its
methodologica aspects.

Ye that sad, the am of this paper isto check how big such a bias may be. This will be done by
beginning with the analyss of the existing methodology and by introducing the modifications thet dlow
to edimate the above bias. To this purpose, in paragrgph 2 the ate of the art of the indexes caculation
will be andysed, wheress in paragraph 3 the suggested modifications will be discussed and the rdated
indexes caculated. In paragraph 4 some summearising conclusonswill be drawn.

2 Thedructureof theCPIs
In whet follows, we will refer to the NIC. Things for the other two indexes being quite Smilar, ex-
cept some detalls, not much important in themsdves and however not influentid for undergtanding of

the whole methodologica framework, the extenson of any consderations to them is sraightforward.

21  Themethodology of congruction
All the (8 - (c) above mentioned CHIs, are year 0 (now 1995=100) fixed base monthly Laspeyres

k
typeindexes thetis of theform: 215 =§ st v, s=12 12:t=1.., T, where w, o = —neho

h=1 Mho o
a Pnolno
h=1

The organisation of calculations, from products to nationd levels, is summarised in Tab. 1.

Starting from January 1999, a chain NIC, aswell as a chain FOI, is being cdculated by ISTAT,
based on December of the previous year (therefore, now, December 1999), the so-cdled "caculation
basg’, with 1995 as "reference base’ (ISTAT, 1999; Ferrari, 1999). For timeliness reasons in deta avall-
ability and of robusiness in cdculaions, PID uses the weghts of two years before. That is, now 1998,
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wheress the denominators of the price rdatives are the prices of December of the previous year, that is,
now December 1999.
Table 1 — Aggregation stepsfor national NIC calculation.

Prod- Regions Totals
ucts 1 2 | ... ([N (R 20
1 p1,1,t/p1,1,o Priofiio| | N [ T N . . go Puit Piiobio =Pt
a——> o'nt
.............. PO & byt
o T N I N A IO E I A
k| ] e ] e
&
a =i
h=1

This drcumdance does not dlow to take into account the modifications in consumption occurred
during the last 12 months, from year t-2 to year t-1. Such aproblem does not prevent to caculate the
NIC, snce the eror is likdy non dgnificant, as one can reasonably assume that the consumption pettern
has remained unchanged after one year. However, in order to partly correct thisbias, PID makesresort to
a price updating procedure consgting of inflating the quantities a year t-2, by evduaing them at the
prices of December of year t-1. (Mostacci, 1999b)?.

For 1999, the data on weghts were represented by the 1997 provisond ones updated to 1998 by
means of any other avallable sources. Thus, for the above indexes, a 1998, the weights were basicaly

thedructure: w, o, = _Phorner price updated to get:w 1, 65 = _Phazother  pe price relatives a

& &
a Pno7dnor A Pni2980h97
h=1 h=1

1 A further drawback arises as the weights are referred to awhole year, whereas the price base s amonthly one, i. e, December:
therefore, a least in principle, the weights too should be those of December. Here, even more, for the reasons we have just men-
tioned, this inconvenience is more gpparent than redl. This applies dso for fixed base NIC. This means that in 1996 the weights
were given by the consumption expenditure pettern of 1994, price updated to 1995. But, as soon as the necessary NA and FBS
information were available, that is, oneyeer later, in 1997, the weights becamethose of 1995, the sameasfor the pricereatives.
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1999 were 5% \whereas those at 2000 were: 5% Therefore, the chained NICs for the 12

Ph,12,98 Ph,12,99

k
morths of 1999 have been calculated asfollows & —"*% w15 es.

h=1 Phi298
2.2 Theprice survey

For price rdaives caculation, the basket is compased by 558 products, even though roughly 930
products are priced, because of the complex nature of some of them, based on gpproximatdy 300,000
monthly quotations collected a municipd leve, through a monthly survey conducted by the city Saisti-
cd offices in no-sampling methods sdected outlets. However, dl kinds of outlets are included: big and
amdl shops, markets, boutiques, supermarkets, hypermarkets, department dores, groceries, ddicaes
sens, etc?,

For the various levels of aggregation, thet is, for 105 items, 38 groups and 12 categories of goods
and sarvices of the COICOP95 Rev.1 dassfication, the Laspeyres formulais used.

The price collection and the subseguent averaging procedure & the basic headings level do not
present particular difficulties, except the cusomary ones of survey and synthesis, the later being done
now by means of ageometric mean of the price relaives of the quotations of each product. However, the
problemsthat may arisein this context are no concern of thisandysis.

2.3 Theweighting structure

The weghts are bascdly represented by NA data on annud find consumption expenditure of
resdent households supplied to the PID by the NAD. The firg step performed by the PID is to manipu
late them in order to conciliate the classfications adopted by NA, NIC and the Household Budget Sur-
vey (HBS), which represents one of the sources, accounting to 25% out of total, used by the NID to es-
timate the household annud find consumption expenditure, and to fit the coverage of NIC. Subse
quently, for every item, the household expenditure rlative to year t-2 is price updated, ether to year t-1:

ph’t_zqh’t_ZM: Pre10ns. 2 =Wy, fOr fixed base NIC caculdion, or to December of year t-1:
h,t- 2

Phizt-1 _ o : _
Pht-29ht- 27— = Pha2t-19nt-2 = Whiog-1: for chan NIC caculation.

h,t- 2

The data supplied by the NAD only containsin avery limited way, 0.2% out of total expenditure,
the trandfersin kind from government to households, thet i, dl the expensesincurred by it for education,

2 Asaresult, the coverage of the indexes does not indude any rural aress and therefore they should more properly be viewed as
urban indexes rather than asindexes covering the whole country.
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hedth, socda security and wefare, sport and recreation, culture. This means that the actual consumption
of households for the corresponding goods and services is higher than the incurred expenditure and thet,
as a conseguence, the weights of the rlated price items are underestimated. This causes a likdy biasin
NIC that should be estimated.

Before the adoption of the Sysem of Nationa Accounts 1993 (SNA93) and of the European Sys
tem of Accounts 1995 (ESA95), the problem was, of course, present, but there were no gandard indica:
tions on how to overcome it>. Now, the SNA93 and the ESA95 came into force. They have formally in-
troduced and ruled the subdivison of find consumption into consumption expenditure and actud con
sumption. Consequently, the weights of the above goods and services can be accordingly revised.

The SNA93 and the ESA95 operate a subdivison within the household consumption concept, ex-
plicitly defining the household expenditure and the actud consumption and dlearly Sate the didinctions
between the two aggregates. Two concepts of find consumption are identified:

(@ final consumption expenditure, thet refersto a sector's expenditure;

(b) actual final consumption, that refersto sector's acquisition of consumption goods and services

The differences between these two concepts lies in the trestment of certain goods and sarvices fi-
nanced by the government or NPISHSs but supplied to households as socid trandfers in kind. More pre-
agsdy, final consumption expenditure condsts of expenditure incurred by resdent indtitutiond units on
goods or sarvices that are used for the direct satisfaction of individua needs or wants or the collective
needs of members of the community. Actual final consumption congds of the goods or services that are
acquired by resdent ingtitutiona units for the direct satifaction of human needs, whether (i) individual
or (i) collective:

(i) goodsand sarvicesfor individua consumption (“individua goods and services') are acquired

by a household and used to stisfy the needs and wants of members of that household;

(i) services for collective consumption (“collective Ervices') are provided Smultaneoudy to dl
members of the community or dl members of a particular section of the community, such as
al householdsliving in a particular region.

All househald find consumption expenditure is individual. By convention, dl goods and services
provided by NPISHs are trested as individual. This means that both household find consumption ex-
penditure and goods and services provided by NPISHs are consdered by SNA93 and ESA95 as actual
consumption. As for the goods and sarvices provided by government units, the borderline between indi-

3 Infact, both SNA68 and ESA70 diid not mention the question, at least in the direction of trying to formally provide userswith
someindicationson how to behave.
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vidua and collective goods and sarvices is drawn on the basis of the Classification of the Functions of
Government (COFOG).

By convention, dl government find consumption expenditures under eech of the fallowing heed-
ings should betreeted as expenditures on individual consumption services —and therefore actual consump-
tion - except for expenditure on genera adminigtration, regulation, research, etc. in each category:

04 Education; 05 Hedlth; 06 Socid Security and Wdfare; 08.01 Sport and Recreation; 08.02 Culture.

In addition, expenditures under the following sub-headings should dso be trested as individual
when they are important:

07.11 (part of) the provison of housing; 07.31 (part of) the collection of household refuse; 12.12
(part of) the operation of trangport sysem.

The collective consumption expenditure is the remainder of the government fina consumption

expenditure.

3  Thesuggested NIC'smoadifications

To edimate the bias in monthly NICs due to weights underestimation and to caculae the revised
indexes, our reasoning has been asfollows.

The firg gep being to impute the government find consumption expenditure that should be con
Sdered as individud consumption services to the concerned items, an andyss of the ligt of the 558 prod-
ucts of the basket showed thet five of them would indude some share of the above find consumption ex
penditure, i. e (quoting, respectively, ISTAT code and COICOP95 Rev. 1 dassfication code): 313, 5950
Medicind; 347, 111 Clinics; 480, 8010 Secondary school; 481, 8020 University; 546, 7610 Nurseries.

As far as the fird item is concerned, the PID dreedy adds the rdated government consumption
expenditure (the sodid trandersin kind, as above said accounting for 0.296), as a part of the category of
"Socid contribution in kind", supplied by the NAD, to the consumption expenditure, in order to get the
actud find consumption. As for the remaining four items, things are more complicated, snce the NAD
provides the necessary information to convert the consumption expenditure into actua consumption —
again through the imputation of shares of the above aggregate - only for the part of the expenditure in-
curred by the private bodies Asfar as the expenditure incurred by the public bodies is concerned, by far
more relevant than the previous one, no information is available to the PID. As a result, the weights of
the above four items are underestimated and must be revised upwards: This has been done by meking
resort to the "Actud collective consumption” estimated by the NAD and accounting for 148,273 billions
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lirain 1998 (Cdlles-Di Leo, 2000). No indications are avalade by the NAD that might dlow to try to
conggtently impute the shares of it to the concerned items. Therefore, this amount has been imputed to the
four items, by subdividing it among them according to assumptions based upon the generd informetion
about the actud amount of the government expenditure within the totd expenditure of each of trem one
might have. Three sets of hypotheses of subdivison have been outlined, as shownin Tab.2.

The firg hypothes's makes it operative a Smple and quite rough satement: thet the government
socid contributions to households are spread "quias-uniformly” over the different socid Stuations, bas-
cdly represented by education and hedth/socid activity. In other words, it postulates a sort of "neutrd”

policy of government.
Table 2— Hypotheses of subdivision of the " Actual collective consumption” amongthe4 items.

347,111 Clinics  480,8010 Secon- 481, 8020 University 546, 7610 Nurs- Tota

% Amount % Amount % Amount % Amount % Amount
Hypothe-  2C 29,655 2t 37,06¢ <0 44,887 2t 37,06¢ 10C 148,27z
Hypothe-  1C 14,827 4C 59,30¢ 4C 59,30¢ 1C 14,82¢ 10C 148,27z
Hypothe-  2C 29,665 3 51,89€ 3 44,882 15 22,24C 10C 148,272

The second hypothesis is much more "Education” oriented, as it assumes that the mogt rlevant
share of the socid contributionsis dlocated to this sector: in fact, 80% of them isequdly (40% and 40%)
attributed to Secondary school and University, wheress the remaining 20% is equaly (10% and 10%)
atributed to hedth/socid activity. Findly, the third hypothess is a refinement of the firgt one, giving
more emphasis to the Secondary schoal (35%), to the prejudice of Nurseries (15%).

Neadless to say, dthough gopearing the most reasonable and, in a sense, paradigmaic ones, the
above mentioned are not exhaudtive but only apart of the many hypotheses one can propose.

These amounts have been added to the weights used by the PID (respectively, 15,663; 821; 3,681,
5,868) to obtain the revised weaghts Then, the entire set of rdative weghts haes been re-cdculated, for
each of the above hypotheses. Findly, the 1999 monthly NICs have been caculated, both in chained
ca, base December 1998 and in 1995 fixed base case. The reaults of these revisons are shown in Tab.

3, together with the ISTAT estimates.
Tab. 3—1999 | STAT and our own estimates of monthly NICs, bothin cal culation and referencebase.

Jouay Febu- Mac April Ma Jun  Jly Au- Sop- Odo- No- Decem Aver-
Cdculation base, December 1998=10C

ISTAT 1001 100 100 1007 10 100 101z 101: 1015  101€  102C 1021 1011
Revised 1001 1002 100F 1007 10 100 101z 1012z 101F 101.€ 102C 10272 1011
Revisd 1001 100S J100EF 100& 10 101 101F 101€ 102C 1024 102€ 1027 1014

Revised 100.1 1005 100E 100 10 101 101EF 101€ 102C 1024 102.€ 102.7 1014
Reference base, 1995=10C

ISTAT* 1094 109€ 109€& 1101 11 110 110f 110€ 110¢€ 1111 1115 111EF 1104




Does the SNA93 Subdivision of the Household Final Consumption into Consumption Expenditure 20
and Actual Consumption Affect the CPI? The Case for Italy

Revised  110€ 111C 111z 111° 11 111 111¢ 112C 1128 112¢€ 112.¢ 1131 112.2
Revised 1117 1115 1117 112C 11 112 1124 1125 112€ 1132 1134 113¢€ 1124
Revised 1111 111 111° 111€ 11 112 1122 1125 1127 113.C 1135 1135 112.2

*These figures, cdculated by us, are uniformly dightly higher (0.5-0.6 points) than those published by
ISTAT, due to Some missing price relatives and weights.

Let's fird look a the cdculaion base indexes. The monthly NICs estimated under hypothesis 1
are uniformly equd to those cdculated by ISTAT, except the August figures (the revised one being 0.1
percentage point smaler than the ISTAT one) and the December figures, with the revised esimation be-
ing 0.1 percentage point bigger then the ISTAT one Revison 2 gives much different results until
March, the two sets of NICs are the same; from April to June, the revised NICs are 0.1 percentage points
higher than the ISTAT ones. This difference, rases to 0.3 - 0.6 percentage points, quite progressively,
from July to December. Exactly the same results asthose of Revison 2 are provided by Revison 3.

As for the reference base NIC, the differences are much more evident. Revison 1 edimetes are
sengbly higher than ISTAT ones (1.4 to 1.6 percentage points). Revison 2 edimates emphasise this tent
dency, showing 1.9 to 2.1 percentage points higher figures. Unlike caculaion base case, Revison 3
gives different, even though only dightly, results than those provided by Revison 2, as they exhibit 1.7
to 2.0 percentage points higher figures.

4 Condudons

In the paper, we have andysad the Sate of art of caculaion of the set of price indexes as carried
out in Itay by ISTAT. Our initid assumption was thet, due to the underestimation of the weights of the
items whose expenditure is shared by government trough socid contributions, the CPI might suffer from
a bias and be ether underestimated or overestimated, according to the rdaionship between price rela
tives and revised weghts. Because of lack of information, and having a our disposd the totdl amount of
the government actud collective consumption and al the data supplied by the NAD to the PID only, we
have checked three dternative hypotheses of didtribution of this aggregate over the four items whose
household expenditure is supported by government under the form of socid contributions in kind. We
have shown that the monthly NICs, and therefore, the other two indexes, FOI and IPCA - the three CPIs
eaborated by ISTAT - are actudly biased downwards, both in cdculation and in reference base. Some
hypotheses have evidenced a bigger bias, some alower one: but dl of them have shown that the revisd
monthly NICs are higher or at leest equa to those cdculated by ISTAST without taking into account the
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government actud collective consumption. This is true both for the cdculaion base NICs and, even
more notebly, for the reference base NICs, where the differences between the revised figures and the of-
ficid onesare very high, likely because of some accumuletion effect.

To condude, based upon the andyd's performed in this paper, there is empirical evidence that the
officid CPIs are biased and that the Sze of the bias, and ds0 its direction, depend upon the share of the
amount of government find consumption expenditures that can be treated as actua consumption and
upon its rlevance indde the rdated goods ad services. Of course, thisis only afirgt and quite rough a-
tempt to edtimate the bias Sze. Further and more accurate andyses, based on more detalled officid data
are needed to get definitive and rdiable reults.
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System of modelsfor forecasting, optimisation and analysis of public
fundsrevenues and expenditures

Micha Fendek
Department of Operations Research and Econometrics

University of Economics Bratislava

In the paper we anadyse the uptothepresent development of revenues and
expenditures of the individual types of public funds in the Slovak Republic during 1995-1999,
then we identify and quantify its dependency on the macroeconomic indicators and on that
base we forecast the development of public funds revenues and expenditures over the years
2000-2004. The stress is laid upon the methodological questions of described analyses and
forecasts realisation.

1. Introduction

The Slovak economy development has run over the past few years in a quite complicated way
and we cannot be satisfied with achieved results, occasionaly. The Slovak government,

experts on macroeconomic policy issues and also general public have been pushing forward
the acceptance of such system measurements that will direct Slovak economy on the way of a

long-run positive development.

In this connection we expect the improvement of control and management in public
finance together with an increase of public finance tools effectiveness, because the
development in this area of public finance has been one of the major sources of

macroeconomic imbalance in the Slovak economy over the past years.
2. Models of public fundsrevenues and expenditures
System of models for forecasting, optimisation and analysis of public funds revenues and

expenditures creates open three-level hierarchical structure of MS Excel models. It is a result

of a nearly two-year co-operation of experts from Department of Operational Research and
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Econometrics and Ministry of Finance and accounts for a modelling sypporting apparatus
assigned for a quantitative analysis of public funds management efficiency.

The first model designed for decision-making support in public funds revenues and
expenditures analysis was developed at the Department of Operational Research and
Econometrics in the year 1998. This early version of the model has constructed only short-run
forecasts without any possibility to optimise the effects of used macroeconomic policy tools.
The model has been later re-done as well as amended and its latest version “2000” comprises
the following extensions and improvements:

a) the modd enables to find optimal values of macroeconomic indicators on the basis of
pre-defined goals for selected endogenous variables

b) anew sub-model for forecasting, analysis ard optimisation of public funds expenditures,
that analyses the structure of Pensions Security Fund expenditures, has been devel oped

c) the model extends the horizon of prognosis till the year 2004, i.e. the model performs a

medium-term forecast of public funds revenues and expenditures

3. Forecasting, optimisation and analysis of public fundsrevenues

The base, or let us say, a starting point for public funds revenues and expenditures modelling
is a forecast of elementary macroeconomic indicators and their subsequent optimisation
accepting defined macroeconomic policy goals.

The historical development along with the prognosis of the Slovak Republic
macroeconomic indicators are quoted in the model named Macroeconomic indicators that
contains the following information:
¥ the historical development of indicators during the years 1993-1999
¥, the forecast of annual indicators for the years 2000-2004 that has been worked out on the

basis of the forecast for quarterly periods
¥, the forecast of quarterly values of indicators for the years 2000-2004 that is a result of the

prognostic application of the Slovak economy econometric model, resp. is an optimal
solution of object programming task for given target values of selected macroeconomic
indicators
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The model approaches the following macroeconomic indicators:
HDP-P — gross domestic product (aggregate supply) forecasted through the use of production
function

HDP — calculated asasum of SS, VS, THK and SZO in billion SKK
SS — private consumption (consumption of households) in billion SKK
VS — public consumption (consumption of government) in billion SKK
THK — gross capital formation in billion SKK

VTS — exports of goods and servicesin billion SKK

DTS - imports of goods and services in billion SKK

SZO — foreign trade balance in billion SKK

PUMTYV - average interest rate of time deposits, in %

PUMUSS - average interest rate of credits in private sector, in %
USDSK - USD/SKK exchange rate

DPR - import surcharge, in %

M1 - money supply M1, in billion SKK

| SCO5 - consumer price index

CPO - overall incomes of households, in billion SKK

DIPO - disposable incomes of households, in billion SKK

D - total tax incomes, in billion SKK

ZAM - level of employment, in million of employees

NEZAM - number of unemployed, in million

EAOB - economic activity of the population, in million

OBYVAT - population, in million

W - average gross monthly wage, in SKK

TRW - rate of average gross monthly wage growth

PP - productivity of labour, in SKK

TRPP - growth rate of productivity of labour

MN - unemployment rate, in %

MINF - inflation rate measured by consumer prices index, in %
TRHDP - growth rate of GDP in fixed prices of the year 1995
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The results of performed macroeconomic forecasting are shown in the Table 1. The
modelling of revenues and a number of payers to public funds is ensured by the model
FONDY PRJ that creates the forecasts of indicators of this particular part of public funds with
a support of econometric models, that come out from the optimised values of macroeconomic
indicators. At the same time they allow — by means of scenarios, whose parameters are set by
users themselves - to create the aternative forecasts of indicators and accomplish a
comparison analysis.

Submodels of system:

- Hedlth insurance — ZP

- Social insurance — sickness— NP
- Social insurance —pension — DZ
- Unemployment insurance - FZ

- Public funds — revenues

Tab. 1

A. Development of basic macroeconomic indicators

Annual forecast

Indicators 1995 1996 1997 1998 1999 2000 2001 2002 2003 2004
PROGNOSIS

HDP-P 908.19 955.61 1000.82 1044.47 1088.12
HDP 515.10 575.70 653.90 717.40 779.30 885.01 957.83 1046.80 1155.86) 1288.23
SS 252.60 286.10] 32230 360.10 395.40 42854 457.25 49511 540.80 595.51]
VS 104.00 129.70] 14350 151.80 156.70 176.85 154.56 173.77 184.82 207.45)
THK 150.60 21270 252.70 292.40 257.30 300.71 356.19 412.85 465.85 518.79
VTS 325.80 334.00] 36880 456.80 504.90 562.77 613.44 632.84 680.31 734.75
DTS 316.40 40320| 41550 536.90 544.40 582.97 623.62 667.77 71591 768.27,
SZ0 9.40) -69.20[ -46.70 -80.10 -39.50 -20.20 -10.18 -34.93 -35.60 -33.52
PSR 163.14 166.33] 180.83 177.83 17111 184.61 196.00 212.27 22859 24852
VYSR 171.44 191.89 217.83 197.03 191.43 212.45 206.21 221.48 243.95 269.42
PUMTV 12.22 9.10 1052 12.97 1323 12.20 11.25 10.94 10.66 10.38
PUMUSS 16.22] 14.42] 1556 17.78 17.92 1815 17.40 17.32 17.74 18.08
USDSK 29.73 3065 33.76 3523 41.64 4225 41.40 41.00 40.50 40.00]
DPR 10.00 8.75 3.50 2.75 3.50 4,00 3.00 0.00 0.00 0.00
M1 128.73 15465 158.75 150.20 162.84 184.67 197.80 211.79 22657 244.60)
ISC95 1.0 1.06 112 1.20 1.37 150 1.6 172 1.82 1.92)
CPO 402.68 466.98| 52834 619.65 71556 845.45 916.40 1020.13 1140.16 1289.46
DIPO 345.25 40340| 468.11 520.81 641.49 747.96 809.01 901.56 1001.56] 1125.47}
ows3 4357 4977 56.14 60.99 64.75 72.87 79.02 86.59 95.01 107.24]
D 145.06 15140 157.27 165.65 170.60 202.67 217.99 237.29 26350 296.82
ZAM 2.02| 2.04 2.03 2.03 2.01] 2.04 2.07 211 215 2.20
NEZAM 0.35] 0.32 0.34 0.38 0.44 0.43 0.49 0.39 0.37 0.34
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EAOB 2.37 2.36 2.37 2.41 2.45 2.47 2.47| 2.49 2.51 2.53
OBYVAT 5.37 5.39 5.42 5.44 5.45 5.45 5.48 5.50 5.52 5.54
W 7190.50 8147.25| 9222.25| 10003.75| 10733.25|] 1189554 12690.26 13704.50 14887.18 16266.14)
TRW 1.143 1.133 1132 1.085 1.073 1.290 1.269 1277 1.251 1.282
PP 255018.94 282701.30| 322253.1 353029.46| 387531.47] 434298.63| 462353.01 497158.35| 538306.74| 586390.11]
TRPP 1.14 111 1.14 1.10 1.10 1.35 1.31 1.28 1.24 1.27)
MN 14.76% 13.74% 14.23% 15.85% 18.079%% 17.43% 16.25% 15.57% 14.57% 13.25%
MINF 9.89% 5.78% 6.13% 6.72% 13.99% 9.57% 7.72% 6.94% 5.66% 5.64%
TRHDP 6.22% 5.66% 7.03% 2.81% -4.70% 3.75% 0.37% 2.20% 4.51% 5.51%
The results of public funds revenues forecasting are shown in Table 2 and their illustration is
inFig. 1.
Fig.1
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Tab. 2
E. Development of public fundsrevenuues—totally
Annual Forecast

Indicators 1995 1996 1997 1998 1999 2000 2001 2002 2003 2004
PROGNOSIS
Public funds
revenues
Reven. —ZP 26031.44| 34436.16| 38322.92 39715.34| 41690.32] 46179.51 48422.97] 51361.90| 55100.02| 59690.51
ZP/HDP 5.05% 5.98% 5.86% 5.54% 5.35% 5.21% 5.06% 4.91% 4.77%| 4.63%
Reven. —NP 7693.10] 7362.71] 957558 9816.75| 10128.24] 10797.420 11119.50( 11690.69 12327.04| 13132.44
NP/HDP 1.49% 1.28% 1.46% 1.37% 1.30% 1.22% 1.16% 1.12% 1.07%) 1.02%
Reven.—DZ 4424251 50879.08[ 51510.57] 56302.15( 58352.57] 58930.49 60712.92] 65864.53] 71830.61 79216.01
DZ/HDP 8.59% 8.84% 7.88% 7.85% 7.49% 6.65% 6.34% 6.29% 6.21% 6.15%
Reven.—FZ 7095.91] 7184.96| 7509.99 7645.32] 8251.02] 8840.10 9347.25( 9982.79[ 10766.02| 11718.44
FZ/HDP 1.38% 1.25% 1.15% 1.07% 1.06% 1.00% 0.98% 0.95% 0.93% 0.91%
Reven. 85062.95| 99862.91| 106919.0 113479.5| 118422.1] 124747.5 129602.6/ 138899.9] 150023.6| 163757.4
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Reven./HDP 16.51%| 17.35%| 16.3599 15.82%| 15.20%| 14.08%  13.53%| 13.27%| 12.98%| 12.71%
Collection to public funds

Collec. —ZP 18726.89| 23778.37| 27584.52] 28754.36| 30081.52] 34170.84) 35660.26( 37969.12| 40886.63| 44467.30
Collec. — NP 7587.70] 7196.26] 9367.44 9500.21| 9737.61] 10343.62 10572.50| 11016.86| 11560.99| 12247.30)
Collec. —DZ | 39088.11{ 46853.17| 50261.72 54391.95 56167.62] 56405.81 57711.99| 62396.83| 67926.46| 74754.47)
Callec.—FZ 7095.91f 7184.96] 7509.99 7645.32] 8251.02] 8840.10 9347.25] 9982.79| 10766.02| 11718.44)
Collec. 72498.60| 85012.75| 94723.67 100291.8] 104237.7] 109760.3 113292.0] 121365.6| 131140.0| 143187.5

3. Forecasting, optimisation and analysis of public funds expenditures

The modelling of public funds expenditures and a number of insurersis realised by the model
FONDYVYDS that develops the forecasts of indicators describing this part of public funds

with the use of econometric models resulting from the optimised macroeconomic indicators

values. The constructed models enable — through scenarios whose parameters are set by the

user himsdf — to create the dternative

comparison analysis. This model consists of the following submodels as follow:

- Funds

- Pensions

- Pensions— Scenario

forecasts of indicators and perform various

The achieved results of public funds expenditures prediction in the breakdown according to

the individual types of public funds are shown in Table 3 and Fig. 2.

Tab. 3
B. Development of public funds expenditures

Annual Forecast
Indicator 1996 1997 1998 1999 2000 2001 2002 2003 2004
Expenditures 96322949| 104040463| 114934239| 122211358| 136455046 150810211| 160236802 170687195 182275418
VYDZ 47390593 52494639 58469694 64150874 71599903 80290449 84261713 88032427 91460326
VYZP 34138964 36429758 39723678 40797913 45577415 48878588 52849905 57720078 63612685,
VYNP 7381026 8115437 8973745 9496270 11458139 12653170 13676510, 14727995 16005926
VYFZ 7412366 7000629 7767122 7766301 7819590 8988004 9448674 10206695 11196480
Structureof public funds expenditur es (shar e of total expenditur es)
VYDZNY 49.20% 50.46% 50.87% 52.49% 52.47% 53.24% 52.59% 51.58% 50.18%
VYZPNY 35.44% 35.01% 34.56% 33.38% 33.40% 32.41% 32.98% 33.82% 34.90%
VYNPNVY 7.66% 7.80% 7.81% 7.77% 8.40% 8.39% 8.54% 8.63% 8.78%
VYFZNY 7.70% 6.73% 6.76% 6.35% 5.73% 5.96% 5.90% 5.98% 6.14%
Structure of public funfs expenditures (share of GDP)
Vydavky/HDP 16.73% 15.91% 16.02% 15.68%9 15.40% 15.74% 15.31% 14.77% 14.15%
VYDZ/HDP 8.23% 8.03% 8.15% 8.23% 8.08% 8.38% 8.05% 7.62% 7.10%
VYZP/HDP 5.93% 5.57% 5.54% 5.24% 5.14% 5.10% 5.05% 4.99% 4.94%
VYNP/HDP 1.28% 1.24% 1.25% 1.22% 1.29% 1.32% 1.31% 1.27% 1.24%
VYFZ/HDP 1.29% 1.07% 1.08% 1.00% 0.88% 0.94% 0.90% 0.88% 0.87%
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Fig.2
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5. Conclusion

The new system of models supporting the analysis, forecasting and optimisation of public
funds revenues and expenditures has been presented in the paper and comprises the models of
the following funds:

- Health Insurance Fund

- Pensions Security Fund

- Sickness Insurance Fund

- National Labour Office Fund,

In the first version of the above described model we have focused on the solution of the social
security topic having been indeed an up-to-date and pressing issue under the current
conditions in the Slovak Republic. In the next phase the system of models will be enriched
about partial sub-models of expenditures of:

- Health Insurance Fund
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- Sickness Insurance Fund
- Unemployment Insurance Fund
what enables the Treasury analysts to accomplish a comprehensive quantitative analysis of

public funds revenues and expenditures.
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Egimating the Cogt of Children for Divor ced Parentsin Tuscany

G. Ferrai, M. Maltagliat
Dipartimento di Satistica"G. Parenti”, Universtadi Firenze,

1 Introduction

This reseerch stsin the framework of the sudies whose object is the etimation of whet is called
the'cogt™ of children, which does not refer — as one might & firgt to deem —to an intringc concept, thet
only depends upon the characteridics of children, but expresses a conceptud category thet regards in
principle the characterigtics of the household aswell.

In this paper, we are gedificaly interested in the cost supported by the two parents, o that we
would spesk ingtead of economic resources that the parents must devote to children support. In generd,
rich parents, due to their higher resources, would spend, for supporting their own child, or children, a
bigger amount of money than that spent, ceteribus paribus by poor parents. In the continuation of this
atide, wewill use the expression "cogt of child (or children)”, as it is now the one commonly accepted.

The knowledge of the cost of children is of a grest utility in many concrete circumstances®. The
objective of this research is to determine the amount of money judicially separated or divorced parents
must spend to support their children, or, in other words, thecogt of children for these kind of couples.

In case of judicid sgparation or divorce, the cogt of children must be charged to the two parents
proportiondly to tharr means, that is, the income of each of themard to the levd of wedth one wants to
secureto the child or the children

The bresking off of the couple intercourse and the subsequent separation and, eventudly, divorce,
in itsdf dready a difficult moment in married life, may become a tearing event when there are some
children. The pre-exigent affective rdation trandersinto ajudicid controversy and it becomes a judge's
task to grant cugtody of children and the share of income the parent to whom custody of children is
granted must be paid by the other parent. In these cases it is a judge crucid need to know as more pre-
cdsdy and objectively as possble what the cogt of children might be, which, as above outlined, depends
upon many varidbles, like the household wedth leve and the age of children. Thus, by taking advantage

" Financial support by the Italian MURST 40% funds is gratefully acknowledged.

! For example, when the government wants to carry out socia policy messuresin favour of less wedlthy households, by means
of some form of support to their expenses for children. Or when it wishes to carry into effect economic policy meesures of re-
distributive and/or fiscal type, aming at reaching the equilibrium of household wesdlth.
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of any avallable evidence, the judge will be in a postion to share the children burden between the pa-
ents, with the utmost care, in proportion to the parents wedlth.

The esimate of the cogt of children is not an easy task a dl, asit is not possible to isolate the eco-
nomic effect of the presence of children in a household?. Therefore, in order to get it, one must make fe-
sort to some modd based technique. In this work, we will avail oursalves of a methodology thet dlows
us to estimate the so-cdled Equivdence Scdes (ES), on the bads of the Price Scaled-Generalised A-
mogt Ideal Demand Sygtem (PS-GAIDS), bdonging to the dass of the so-cdled Demographicaly B¢
tended Complete Demand Systems (DECDS).

The ESs 20 edimated will be used to cdculate the income share the parent to whom custody of
children has not been granted mugt transfer to the parent to whom custody has been granted to support
children, taking into account the income of each of them under different hypotheses of combination of
the two incomes as wel as some different assumptions regarding the wedth we want to secure to the
children and to the parent to whom cugtodly is granted (however difficult, as we shdl see, the distinction
between the two wedlths might be).

Thus, the opening of the paper will be devoted to an illudration of the problems of ES condrc-
tion, together with abrief andyss of the PS-GAIDS used for their estimate, aswell asan gppraisd of the
data usad and of the results obtained (par. 2). Subsequently, we will move to the cdculaion of the
"Equivdent Incomes' (EI) for each parents (par. 3). The paper will be conduded by a synthetic exam of
the results of the research and by some generd remarks about the most significant evidence (par. 4).

2. TheEquivalence Scales. Themodd, the data and the parameter sesimates

The ES are expenditure deflators that are usad to caculate the relative amount of money two dif-
ferent types of households need to atain the same wedth level. Since they are essentidly cogt of living
indexes, they are defined through the concept of cogt function, which provides the minimum cos sp-
ported by a household to atain agiven leve of wdfare (Muellbauer, 1977). Therefore, one can write
e =C,/C, whereeindicates the ES and C. and C; are, respectively, the cost of the comparison house-

hold and that of the referring one.

2 Thisis mainly dueto severa reesonslikethe collective nature of some expenses, the difficultiesto attribute some particular ex-
penses not of acollective type to the individua members of the household and therefore, to children and the maodification in hab-
itsand tastes of the parents dueto the presence of children.
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One of the crudd points of this goproach condsts of understanding when two different house-
holds can be considered as sharing the same utility leve®. As above said, a convincing way of construct-
ing ES conggts of deriving them from DECDS, that is, of insarting demographic varidbles — or, in a
more restricted view, of incorporating the household compostion effects — into a theoreticaly plausble
complete demand system and therefore to derive the ES directly from the utility treory.

The DECDS dlowsto take into account all goods and services and express the expenditure shares
as a function of the income of households, of rdaive prices and of the characteridtics of households
(number of components and their compogtion by age, sex, €c.).

Thus, an ES is an index of the fallowing type e =—e = SeMoPHe) _ ey o 1y that

C, CyWUgp.H,)
is, it depends upon utility levd Up, vector price p and demographic characteridtics of household Hc as
compared to those of household H..

In this paper, to introduce the demographic variables into the demand modd, we will use thePrice
Saling (PS) (Ray, 1983), based on a smplified verson of the DS, the Regtricted Dermographic Scaling
(RDS), sometimes o caled Engd Scaled. In PS, agenerd form for the ES, m,, is suggested

m.(p.Ho) =8+aa.n. 26 ", ad,=0 )

where h . is the number of comparison household components in age dass s who exceeds the corre-
goonding vauesin referring household and h =8 h_  is the number of comparison household compo-
nents less the number of components of referring household. This scde is a so-cdled Equivdent Scde
Exact (ESE); in other words; it does not depend upon the household income and the utility level®.

If the above PS modd is inserted into the Generdised Almogt Ided Demand System (GAIDS),
belonging to the Rank 3 dlass modds(see DeatonMuellbauer, 1980; Lewbel, 1991)

. on2
—a +3 X 0 < (b0 & X0 L
w =a, +ag, | c+b logc—=+1 | & p, “ "Wdogec—%; , i,k=1..,n, 2
19, log p, s el 0P gloggp-u @

after some dgebra, one getsthe PS-GAIDS, thet is, the DECDS used in this paper

3 To this purpose, many indicators have been suggested: Engel’s view wias to look &t the food share; according to Rothbarth, one
should look ingtead a the absolute amount of expenditure on sdlected goods, whereas the subjective goproach claimsto directly
ask the respondentstheir perceived degree of wedlth, and soon.

* In other words, one in which the relative increase in expenditure caused by a child is the same both for rich and poor house-
holdsand the utility level Uy isunimportant.
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N

w, =dh+a, +3g, logp, +b, Iogga—gﬂ Jople bk)glog(;ae(—czj"'J ik =1.,n )
j ePg k § &Pa

1 .
wherelog P=a,+34a, log p, +Eéég” log p, log p, +Iog§+ éq5h$§+édih log p, .
i i < i

In our case, we have introduced some smplifications. We congder one period only, the biennium
1995-96, within which the prices p do nat vary. Moreover, the referring household is the one composad
by a39 year old sngle, with age sdlected on the basis of the observed average agein Tuscany.

We have specified the age dass of the children, as follows. Number of components: in age class
0-2 years= h;; in age dass 35 years = hy; in age dass 6-10 years= hg; in age dass 11-14 years = hy; in
agedass15-18 years= hs; in age dass 19-25 years = he.

Thus, thefind vergon of the PSGAIDS we have esimated is the following

. . 22
w =a. +b 1002%g. g% i k=1..n. 4
=2, +b, g g,g_ogge% @

The data base usad in thisandyssisthe pooled cross section time series unit record data taken from
the Itdlian Family Budget Survey (FBS) published by the Bureau of Statistics (ISTAT)®. The consumption
items, origindly 75, have been grouped in 9 commodity groups: food, tobacco, appard , housng and en-
ergy, furniture, sanitary services, trangport, entertainment and other goods and services The estimates of
the parameters of the egution (4) on the above 9 groups of goods and services are Full Information Max-
mum Likelihood (FIML) estimates, performed on the first 8 equation only. The parameters of the 9" eque:
tion (other goods and sarvices), has been cd culated by meking resort to the condraints of the GAIDS.

3. Thecog of children and the El

To begin with, let'sintroduce the following notations:
Migv = monetary income of a household composed by father and mother. As we assume thet the child
does not have income of his own, this is aso the monetary income of a household composed by father,
mother and son, Mlrvs; MIs = monetary income of ahousehold composed by asingle; seq,c = equivar
lence scde which shows how much ahousehold compaosed by father, mother and child must spend to be
aswdl-off asahousehold composed by asngle

® These records contain a huge amount of information on income, demographic variables and labour supply for more then
33,000 households per year. In our case, asthe interest was limited to Tuscan households only, it has been necessary to redrict to
them the field of observation and, in order not to dramaticaly reduce the number of observed cases, it has been decided to con-
sider the Tuscan household surveyed in two consecutive years, 1995 and 1996. This has been done by inflating the 1995 datato
1996 viathe CPI. Inthisway, wewere ableto estimatethemodel on about 2,500 households.
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Definition1:  the Equivaent Income (El) of a househald is the ratio between its monetary income and
the ES that is El = Mi/h.

Therefore, the income of a comparison household is equivaent to that of the referring one if and
only if se. =1. Then, the El is the income the comparison household neads to be as well-off as the refer-
ence househald.

The above rdio, despite not representing a cardind meesure of wedth, alows the ordering of
households according to the degree of wedth atained: the higher the El is, the higher the wedlth will be
and, smilarly, two household with the same EI will be equaly well-off.

We mugt now gate how much a child does codt to both parents in the cases of: (a) united house-
hold and (b) separation or divorce of the parents. We can reasonably agree on the following
Definition2: The cog of a child, CC, is the difference between the monetary income of a household

compasd by father, mother and child, Mgy, and the income thet would dlow the house-
hold without the child to be as well-off as the household with the child, M ,, .
Let's first goproach case (a), the united family. In the case of a household composed by father,
Ml gy

SeFMC

without the child, the same El would be atained a alower monetary income, Migy - CC, so that:

mother and child, its El will be: , With Mlgv = MIg + M. If one looks a the same household

= b cC=MI,, [ (ce,, /<€) Mirv Mgy =P =Migy-MI T,

SeFM SeFMC S~ FMC

©®
Thisimpliestransitivity of theES, as ( e | / <€ruc F

FMCeFM ’

Now, let's congder case (b), the parents do separate or divorce. In these case, we mugt define: (i)
the child's cost supported by the father, CC, and (ii) thet supported by the mother, CCy.

(i) to determine the amount of money the father must spend to support the child is trivid: thisis
smply equd to the amount of money She must pay for supporting him.
Definition3:  From father's point of view, the cost of the childisCCr = S.

(i) it is not as Imple as in previous case to determine the money the mother must gpend to main-
tain the child. The El of a mother who lives with the child and receives from the father an amount Siis

El, = 'V”g S Without the child, the mother would get the same EI if she eam an income M1,
S~¥MC
such that Miy +S_Mi,, . Hence, onehasCCy = My - MI,, and, therefore
SeMC SeM
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e
CCu=Miy- (Ml +S) =M =MI - (M, +S),cey . Tocondude theglobal cost of thechildis

S MC

CC=CCr+ CCy=S+ Ml - (Mly +S)ycey =(Mly +S)- ycew). (6)
If we assume now thet the household will separate or divorce, giving life to two new households
father on the one hand and mother and child on the other hand, we ask to oursdves what the amount S
the father should provide for supporting the child. According to the principles one wants to follow and to
the goecific household background, one may get different solutions, ingpired to as many "philosophies’.
In this work, we opt for the gpproach that, despite some forcing, has the advantage of dlowing to sepa-
rate the mother's welfare from the child's one and, consequently, of dlowing to precisdly calculate the
expenditure share the father must support directly for the child. This option can be cdled philosophy of

separation of mother'swealth fromthat of the child.
Such away of congdering the cdculation of the amount S condsts of assuming thet each compo-

nent of the same household may have his own wedth This assumption dlows us to imagine securing
thechild alevd of wedth different from that of the cohabiting parent, sharing its burden between the two
parents according to proportions to be defined. For example, we may establish thet after the divorce of

parents, the child is secured the same level of wedth enjoyed before separation or divorce To this pur-

pose, we mugt first determine the amount of means necessary to secure the child such a wedth and then,
to decide, on the basis of suitable criteria, how the burden must be shared in between the two parents.
Before the divorce, the child was enjoying a wedth levd measured by the equivaent income
Ml eu

SeFMC
resources such that the child wedth level remains unchanged. Of such an amount of resources, apart is
enjoyed by the mother and apart by the child. The part imputable to the child represents the burden to be
divided between the parents.
Hrg of dl, we mugt make a multiple comparison among the Els of the three household types that
is 1) united household; 2) household composed by mother and child; 3) household composed by the

. After the divoree, in the housahold to which the child is dlocated there must be an amount of

o MI MI * * MI * Kk ok . .
mother done Thisisasfollows —M- =M - M andthe codt of thechildis
SeFMC SeMC S™~¥C
- we M Ml - + MI
CC=Mly - Mly = M (semc- seu) =——(senc- sew) (7)
SeFMC SeFMC
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which provides the amount of means necessary within the household mother-child to keep the child a
the same wedth levd he was enjoyng before the household would divorce. Such an amount of means
must be charged to father (the amount Sg) and mother (the amount Sy).

This subdivison can take place according to different criteria 1) equd shares S = Sy, 2) propar-
tiondly to the income of the two parents & =b1MIg, Sy=bMIy®; 3) according to a progressively
higher proportion for the parent who earns the highest income. In such a case, we may imagine to burden

the father's income with a shae M ;/MI ry Of the total cogt of child, with r>1 The remaining

Mlh’/l/MIF’M will be charged to the mother”. The amounts of money charged to the two parents are

€yc- <€ €ye- <€
— r SY*MC S*™¥M — r SYMC S*™M
S =MI, ad Sy =Ml )

S™~FMC SeFMC

For the caculation of the amounts due by the two parents for children support, we have chosen the
option whose a point 3). After choosing progressvenesss in sharing, we have thought thet the judge
might greatly benfit from the knowledge of the composition of children cogt in terms of goods and sa-
vices necessary for their maintenance, according to consumption categories. In other words, to know
what the expenditure for child's foods, gppard, transportation, and so on might be. Actualy, such an in-
formation can eventudly dlow the judge to charge directly to the divorced parents the cogt of a leest

some groups of consumption, o avoiding to pay to the other parent the amount of money related to
those expenditure groups and to pay instead directly "a the source™®.

Consquently, we have decided to caculate both the globd cost of child for father and mather,
and its subdivison among the same 9 commodity groups as used for the esimation of the ES. Evidently,
as both income and the r parameter are continuous varigbles, it is possble to caculate as many tble as
many pairs of father and mother income and r vaues one may imagine.

® For example, if by=h,=1, the share of the total child's cost charged to the fatherwould be MI . /MI ,, , wheress the remain-

e

; . — s€umc ™ s€wm _ s
ingshare MI, /Ml _,, would bechargedtothemother. Hence: S¢ = Ml =————=- and S, =Ml ,,

SeFMC SeFMC

" Obvioudy, paint 2) isaspedia case of 3),i. e, r=1. It must be stressed that, with r=2, there is a remarkable progression in cost
shareof therichest parent.

8 For example, by paying directly the mediical expenses of the child, his transportation costs, and so on. Obvioudly, the remaining
share of money to be payed to the other parent will be caculated as the difference between the globa charge the parent must pay
for child's maintenance and the consumption directly payed. To this purpose, if we put in equation (4), for x, theincome of the
mother indlusive of the amount payed by the divorced hushand (for the different hypotheses) and, for g the estimate of the ES
for the household composed by mother and child, we obtain the expenditure shares. From eguation (7), we can thus caculae the
cost of thechild for groupsof goodsand services.

Cvc™ sCw
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In this paper, just for the sake of discussng the features and the rdiability of the income ditribu
tion modes here outlined, we refer to some tables only, with sgnificant parent and children ages. The
tables, dong with any others that may interest the readers, are available upon request.

4.  Commentson someresultsand condusons

Let's congder fird the case of a household composed by a 38 year dld father, a 35 year old mather
and a5 year dld child®. We have calculated father's and mother's maintenance burdens for 3 significant
vauesaf r:r=0,75; 1,00; 1,50. As for each spouse's income, we have consdered 9 income round figures
expressad in millions of Itdian Lira, 0 to 8 millions for the father and 1 to 9 millions for the mother.

Then, one can seethat, with r=0,75, when the mother'sincomeis, as an example, 0, she obvioudy
must not pay anything, wheress the father must disburse, for child's support, an amount of 188,067
Lira®. With r=1and r=1,5 and the same combination of spouses incomes;, the father must disburse the
same amount, that is, 188,067 Lira This equdity dways holds, indegpendently on r; no matter whet the
father's income may be, when the mother's income is 0. Evidently, this is due to the fact that the mother
has no income: therefore, for the father, the amount to pay remains the same, independently onr.

This specific case represants, neverthdess, a quite unusud Stuation. Let's take a more "normd”
case, for example one in which the father's income accounts for 3 million Lira and the mather's income
acoounts for 1 million Lira, with, obvioudy, the 5 year old child. If we observe the matrix where the
r=0,75 option is reported, we can see that the amount to be disbursed by the father accounts for 522,883
Lira, as compared to that to be disbursed by the mother, accounting for 229,384. It should be said a once
that these seem reasonable amounts: for this type of household, with a household income accounting for
4 millions, it seems to us that a globa burden for supporting a5 year old child accounting for 652,269
Lira (incidentdly, 18.8% out of the household income) isin line a dl to the individud's expectations
formed according the common logic sense basad on the dally life evidence. If we take the r=1 option,
we observe thet the amount the father must disburse increases to 564,201 Liraand that the one to be dis
bursed by the mother reduces to 188,067 Lira'’. If we consder the r=1,5, option, we check thet the

® 1=0,75 Sates a subdivision of burden between the married couple with a progressiveness less than proportiond for the spouse
with the highest income; r=1 gates a subdivison of burden between the married couple with a progressiveness proportiond be-
tween the two incomes, r=1,5 sates a subdivison of burden between the married couple with a progressiveness more than pio-
portiond for the spousewith the highest income.

101t isworth reminding that this figure, as all the others contained in the tables, represents the amount of means that are neces-
sary, indde the household mother-child, to support only the child a the sameleve of wedthasbeforedivorce.

1 We should point out that, just in view of the proportiondlity of progressiveness option implied by this hypothesis on r, the
money to be payd by the father remains the same by the whole row, that is, independently on the amount to be disbursed by the
mother and that the money to be payd by the mother remains unchanged by column, thet is, independently on the money to be
payd by thefather.
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amount to be dishursed by the father does increase furtherly, up to 630,859 Lira, whereas the one to be
payd by the mother decreases again decidedly enough, up to 121,408 Lira'?.

Subsequently, the total costs have been disaggregated according to the 9 commodity categories.
Looking a them and conddering again the parr with father's income accounting for 3 millions and
moather'sincome accounting for 1 million, one can seethat 176,275 Lira, out of 752,269 forming the total
cogt of the child, are gpent for foods, 47,080 Lira for gppard, 164,875 Lira for housng, 40,335 for dec-
tricity, 29,680 for furniture, 20,109 for medical sarvices, 110,404 for trangports, 50,634 for entertainment
and 112,857 for other goods and services. Taking into account the child's age, i.e, 5 yearsand the returns
to scde that take place in supporting to him household collective sarvices, for example, dectricity and
housing, they gppear, asthe previous ones, rather rdiable figures.

Let's now pass to andyse the case of ahousehold composad by father and mother in the same
ages as before, but with two children, respectively, 10 year and 7 year olds. Let's refer again to the same
pair of father-mother incomes. For r=0,75 option, the cost of the two children goes, for the father, up to
907,312 Lira (from 522,883 Lira of the cod for the father of a5 year old child) and for the mother, up to
398,030 Lira(from 229,384 Liraof the cogt of a5 year old child). In dl, the family couple burden for the
two children support accountsfor 1,305,343 Lira (little less than 33% out of household's income).

It is nat twice as much as the same couple did spend to support a5 year old child and thisis rear
soneble a dl, both as evidently it is not automatic thet two children cost the double as much as one does
(dl the more if they have different ages in beween them and as regards to an only child), and because of
the returns to scale that occur when passing from the firg child to the second one, particularly in cases
like this, where the age difference between the two children is only three years (both as regards to house
hold collective services and as regards to Sngle goods: let's think of the re use, for the second child, of
underwear, toys, furniture, etc., belonged to thefirg child). Infact, while thetotal cost of the two children
increases by about 73%, the cost for housing only increases by about 13%.
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BOUNDSFOR THE M|M ¥ QUEUEING SYSTEM BUSY PERIOD DISTRIBUTION
FUNCTION

MANUEL ALBERTO M. FERREIRA
|.SC.T.E/UN.I.D.E.

1. INTRODUCTION
InaM|GF gueue system
| isthe Poisson process arrival rate,
a isthe mean service time,

G(>) is the service time d.f. and, so,

a=ql- et (12),

F (>) is the service time equilibrium d.f. whose expression is

F(t) :éd[l- G(x)ix (12),

r =l a isthetraffic intensity,
B isthe busy period length.

Note the importance of the busy period study, for this queueing system, because in it
any customer when arrives finds a server available. So the problem is for how long the servers
must be available that is how long is a busy period length.

The B d.f. has not a simple form and it can be written as (Stadje (1985))

P(BEt)=1- |'1§ c"(t) (L3)

n=1

where ¢’" is the nth convolution of ¢ with itself being



BOUNDS FOR THE M|MP QUEUEING SYSTEM BUSY PERIOD DISTRIBUTION FUNCTION 41

oft)=1(1- ct)e O (14).

Only for the service time d.f. collection given for (Ferreira (1998))

1- e )i +b) |
Glt)=1- ( , 130, -1 £bE .
( ) | e—r (e(l +b)t _ 1)+| er -1 (1 5)

the expression (1.3) becomes simple:

I +b

P(BEL)=1- |—(1- er)erth t30, -1 £bg ]

e -1

(1.6).

This does not happen for the M|M[¥ queueing systems (service time exponential) and so

we will give in this paper some simple bounds for P(B£ t) in that case.

Finally note that if the p.d.f. allows the study of the distribution structure only the d.f.
allows the probabilities cal culation.

2. BOUNDSFOR THE M|M}F¥ QUEUEING SYSTEM P(B£t)

We can write c(t) as

clt)=rf(t)er "V (2.1)
where f(t)= dF—(t) So,
dt
cft)3 rf(t)e” (2.2)
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P(BEt)£1- |'1é f () "e ™ (2.3)
or

clt)Erf(t) (24)
and

P(BEt)s 1- I'lné:f*”(t)r " (2.5)

f" is the p.d.f. of the sum of n i.i.d. r.v. whose d.f. is given by (1.2). So the bounds
givenby (2.3) and (2.5) dependonly on r , | and F(>)

a
- -1+ -
For the MMJ¥ queve, G(t)=1- €% and, o, f(t):ll—e:le%*. Then,
a a
'% dn n-1 ¥ ¥ n-1
f*”(t):g% Tt g% oand§ f(the™ =8 nt—e%‘r”e'" =
¢a a"(n- 1) ol = a"(n- 1)
r ) v 1 bn-l Lt g r1Fer 10 _r+re"—1t
:—e"e}éxé c—e't¥ =le 2xé°'=le o L0
a Z(n-1&a g
okrel,
P(B" £t)£1-¢ @ (2.6)
X .. ottty g 1 o ¢
after (2.3). From(25), as q f"(th"=§ ———eAr"=—e /2 —t= =
@3 (29). & a () -1 at ATh-Déa o
=1 &/ et weconclude that
rr
P(B" £1)2 1-¢ @ 2.7).
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The bound given by (2.6) is dways less than 1.. The one given by (2.7) is positive only

for r <1.
_r_l-re" L _ -r _ Cr L -r
Otherwise 1- ¢ @ '31-e 2 O -r-20& (g. 2 ripglr-1+re .1y
a a a
0 r(e' 'l)t£r Ots 2 1=-1 1 <0, r >0 and the bound given by (2.6) is aways
a e’ - -e’

greater than the one given by (2.7).
In Ferreira e Ramalhoto (1994) we proved that

G(tle" £P(BE£t)£G(t) (2.8)
Consequentely
o
g- ev % £P(B" £1)£1- e A 2.9)
1%}

The lower bound given in (2.9) is dways positive, but for r <1 the one given for (2.7)
is better.

l-re’
ro=Te

t 78N -re’ ~ 1-1+4re”’
As  1-e' @ g1-e/h(Q .r-1fC 45 Lt liltre

t t3r 0 t3ae we
a a a

conclude that for t3 ae" the bound given by (2.6) is better than the one given by (2.9).

3. CONCLUSIONS
We presented bounds for P(B£t) that can be used for any service time distribution.

But they give simple expressions for exponential service times. It is even possible to compare
them in order to make the better option in their use through very smple rules.
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M odeling of supplier-customer reationsin supply chains®

Petr Fda
Univerdty of Economics, Prague

1. Supply chain management

Supply chain management is now seen as a governing eement in srategy and as an effective way
of cregting value for cusomers (see [9], [9])). An increasng number of companies in the world
subscribe to the idea that developing long-term coordination and cooperation can sgnificantly
improve the efficiency of supply chains and provide a way to ensure competitive advantage. The
expanding importance of supply chain integration presents a chdlenge to operations research to
focus more attention on supply chain modding (see[6], [7], [8]).

Supply chain is defined as a sysem of suppliers, manufacturers, didributors, retallers and
customers where materid, financid and information flows connect participants in both directions (see

Fig.1).

Q_O

-

Fig. 1. Structure of the supply chain

Mogt supply chains are composed of independent agents with individua preferences. It is
expected that no single agent has the power to optimize the supply chain. Each agent will attempt to

! The research project was supported by Grant No. 402/ 99/ 0852 from the Grant Agency of Czech
Republic ,,Modding and Andysis of Production Systems* and CEZ: J 18/98: 311401001 from the
University of Economics ,, Models and Methods for Economic Decisions®.



Modeling of supplier-customer relationsin supply chains 46

optimize his own preference, knowing that dl of the other agents will do the same. This competitive
behavior does not lead the agents to choose polices that optimize overdl supply chain performance
due to supply chain externdities. The agents can benefit from coordination and the end customer will
receive a higher quaity, cost effective vaue package in a shorter amount of time. Supply chan
partnership (see[5]) leads to increased information flows, reduced uncertainty, and a more profitable
supply chain.

The supplier-customer relaions in supply chain can be taken as centralized or decentralized (see
Fig.2).

(@ (b)
Fig. 2. Decentralized (a) and centralized (b) supplier-customer relations

The decentralized system causes some inefficiency in supply chains. The fully centralized system
can be taken as a benchmark situation.

2. An example of inefficiency in supply chains

The so caled bullwhip effect (see [4], [6]), describing growing \ariation upstream in a supply
chain, is probably the most famous demondtration that decentralized decison making can lead to
poor supply chain performance. The basic phenomenon is not new and has been recognized by
Forrester. But the analyses of causes and suggestions for reducing the bullwhip effect in supply
chains are chdlenges to modding techniques.

There are some known causes (see [4],[6]), of the bullwhip effect as information asymmetry,
demand forecasting, lead-times, batch ordering, supply shortages and price variations.
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We use a smple two stages supply chain modd with a angle retailer and a single manufacturer.
The customer demands D are independent and identically distributed random varigbles. The retailer
observes customer demand D; and places an order ¢ to the manufacturer. The order is received with
lead-time L, where L isthe time it takes an order placed by the retailer to be received at that retailer.
The retailer uses the moving average forecast modd with p observations. To quantify increasein
variability, it is necessary to determine the variance of orders g relative to the variance of demands
D . It can be shown (see[6] ):

va() , 1+2_L+2_L2 1)
Var(D) p p

Information sharing of customer demand has an impact on the bullwhip effect. We consder
now a k-stages supply chain with decentrdized information and lead-times L between stages i and
i+1. The variance increase is multiplicative a each stage of the supply chain.

In the case of centraized information, i.e. the retailer provides every stage of the supply chain
with complete information on customer demand, the variance increase is additive. The centraized
solution can be used as a benchmark, but the bullwhip effect is not completely diminated.

The andyss of causes of the bullwhip effect has lead to suggestions for reducing the bullwhip
effect in supply chains: reducing uncertainty, reducing variability, leed-time reduction and Strategic
partnership.

The drategic partnership means cooperation and coordination of actions through the supply
chan The expected result is a mutudly beneficid, win-win partnership that creates a synergistic
supply chain in which the entire chain is more effective than the sum of itsindividud parts.

The drategic partnerships change materid, financia and informeation flows among participants in
the supply chain. The way of information sharing is changed by information centrdizing usng
information technology. The materid flows are managed within the supply chain. In vendor managed
inventory the manufacturer manages the inventory of the product at the retailer and does not rely on
the orders by the retaller, and thus avoids the bullwhip effect entirely. The financia flows are changed
aso. The agents can benefit from coordination. The typica solution is for the agentsto agree to a st
of trandfer payments that modifies their incentives, and hence modifies their behavior. Many types of
transfer payments are possible.
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The partnership relations are based on supply contracts. The contracts are negotiated by multiple
criteria as time, quantity, quaity and cogts. There are different approaches to modeling multicriteria

negotiation processes to reach a consensus among participants (see [3]).

3. Modeling of negotiation process

Negotiation is a process by which a joint decision is made by two or more paties. It is a
communication designed to reach an agreement when the parties have some interests that are shared
and others that are opposed. Both the communication and cooperation are required in the problem
solving process of negotiation, and there are some important reationships between the
communication and the cooperative behavior. The very act of communication in negotiating involves
some cooperation between the negotiators. The more cooperative they are the greater is the
possibility of reaching an agreement.

The problem of coordination in supply chains involves multiple agents with multiple gods. Gods
can be divided into two types, godsthat are mutua for al the agents and gods that are different and
require cooperation of multiple agents to achieve a consensus. There are two very important aspects
of group decison making: assartiveness and cooperdiveness. Assertiveness is satisfaction of one’s
own concerns and cooperativeness is a tendency to satisfy others. A cooperative decision making
requires free communication among agents and gives synergica effects in a conflict resolution. The
basic trend in the cooperative decison making is to transform a possible conflict to ajoint problem.

The problem solving process is an extendve organization of information and attitudes surrounding
a problem dtuation. The process involves understanding the gods, setting criteria for evauating
possible solutions, the exploration of aternative solutions, sdection of the solution that best fits the
criteria

Some basic ideas of forma approaches of the problem solving can be introduced to cooperative
decison making. There are two aspects of the problem solving - representation and searching. The
state space representation introduces the concepts of states and operators. An operator transforms
one State into another state. A solution could be obtained by a search process, first applies operators
to the initid state to produce new states and so on, until the god dtate is produced. Communication
between suppliers and customers can be provided through information sharing (schematicaly see
Fig. 2).
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Shared
Supplier S Supplier's §  ipformation  Qustomer’'sG Cyéiomer G
- information problem problem - ipformation
-tools resentation Joint problem representation tools
representation

Coordinator
- information
ools

Fg. 2. Communication through information sharing

We propose a two phases interactive agpproach for solving cooperative decison making
problems (see[2] ):
1. Finding the ided solution for individua agents.
2. Finding a consensus for dl the agents.
In the first phase every decison maker search the ided dternative by the assertivity principle.
The generd formulation of a multicriteria decison problem for an individud unit is expressed as
follows
2(x) = (21.(x),22(%), -..Z(x)) ® "max"
xT X,
where X is a decison space, X is a decison dternative and 71,2y, ...,zx arethe criteria. The decison
goace is defined by objective redtrictions and by mutud goas of dl the decison makers in the
agpiration level formulation. The decision dternative X is transformed by the criteriato criteria values
z1 Z, where Z is acriteria space. Every decision making units has its own criteria. People appear to
saisfy rather than attempting to optimize. That means subgtituting goas of resching specified
agoiration levels for gods of maximizing.
We denote y(S) aspiration levels of the criteria and Dy(S) changes of aspiration levels in the step
S. We search dternatives for which it holds
2(x) 3 y(9
xT X.
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According to heurigtic information from results of the previous condition the decison making unit
changes the aspiration levels of criteriafor step st+1.:
y(st1)=y(9) + Dy(9) .
We can formulate the multicriteria decison problem as a sate space representation. The state

space corresponds with the criteria pace Z, where the States are the aspiration levels of the criteria

y(9) and the operators are changes of the aspiration levels Dy(S). The start state is a vector of the
initid aspiration levels and the god date is a vector of the criteria levels for the best dternative. For
finding the idedl dternative we use the depth-first search method with backtracking procedure. The
heurigtic information is distance between an arbitrary sate and the god Sate.

In the second phase a consensus could be obtained by the search process and the principle of
cooperdiveness is goplied. The heurigic information for the decison making unit is the distance
between his proposal and the opponent's proposal .

For amplicity we assume the modd with one supplier and one customer

Zl(x) ® "max"
Z2(x) ® "max"
xT X.

The decison making units search a consensus on a common decison space X. The decison
meking units change aspiration levels of the criteria Y, y2. The sets of feasible aternatives for the
aspiration levels yl and y2 are X1 and X2.

z(x)3 yl 22(x) 3 y2
xI X xI X.

The consensus set S of the negotiations is the intersection of sets X1 and X2

s=x1¢x2.

By changes of the aspiration levels the consensus set Sis changed too. The decison making units
search one element consensus set S by dternating of the consensus proposas. |ndependently on the
meaning of local symboals, the cooperative decison making mode of negotiation is represent by the
stete vector z
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5 Conclusons

In the paper we andlyze supplier-cusomer reations in supply chains. Information asymmetry is
one of the most powerful sources of inefficiency. Information technology has lead to communication,
coordination and cooperation among units in supply chains. Building of different types of drategic
partnerships and different type of contracts among participants can sgnificantly reduce or diminate
inefficiency in supply chains.
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A multivariate labour market model in the Czech Republic?

Jana Hanclova
Faculty of Economics, VSB-Technica University Ostrava

Abstract: The paper deals with an existence of an equilibrium unemployment-vacancy rate
relationship in the Czech Republic. We formulate a basic disequilibrium growth model of
employment. Furthermore we study a long-run steady state of this bivariate labour market
model and we try to introduce a random disturbance term. The next extension of this model
makes (un)employment flows endogenously using macroeconomic cyclical variables as well
as variables associated with the composition of the unemployment. We try to show an
empirical study with monthly time series over the period 1993-1999 for the Czech labour

market.

Keywords: Unemployment-vacancies relationship, cointegrating analysis, equilibrium
models, labour market model

1. Introduction

Many economic studies deal with the inverse relationship between the unemployment
rate and vacancy rate (uv). The basic bivariate labour market model proposed by Beveridge is
possible to extend by introducing endogeneity in employment search. This modification gives
rise to study a multivariate framework of the (dis)equilibrium relationship.

The objective of this study is to examine the existence of the uv relationship in the
Czech Republic using more recent data, from January 1993 to December 1999. We use
appropriate econometric time series methods to synthesize past studies with an equilibrium or
disequilibrium approach. Cyclical macroeconomic \ariables and variables associated with the
composition of the unemployment pool are examined whether they are related withuand v in
the long run using cointegration analysis.

! The paper is supported by the Grant Agency of the Czech Republic — grant. No. 402/00/1165 and corresponds
to the research programme of the Faculty of Economics VSB-Technical  University
no. CEZ:J17/98:275100015
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2. Thebasic and expanded (dis)equilibrium models

A disequilibrium model of outflows from and inflows to employment can be
constructed:
DE, =E,-E_,° H,- Q (E1)

where
H; — hires at period t,
Q: — quits lay-offs at period t.

A hiring function can be specified by the Cobb-Douglas function with constant returns
to scale. The flow of the number of hires and rehires a period t depends on the stocks of
unemployed people (U) and vacancies (V) at the end of period (t-1), and the constant rate job
search parameter b, according to a following equation:

H, = by AU, V2 (E2)

where

b, - describes the efficiency of job search behaviour.

Hiring function H; is assumed to be homogeneous of degree onein U and V. Itisaso

assumed that the turnover (quit) rate is proportiona to the level of employment with the
constant rate d,. The net change in employment can be expressed using a basic

disequilibrium labour market model:

DE, =b,|Ud, %7 |- d, €, (E3)
or

& = bOl_ue'(a-l quf ]' do’ (E4)
where
§ =DE /E, ug., =U., /E ve, =V, /E ;. (ES)

Ina long-run equilibrium labour market model the job stock and labour force are
constant and there is equality between the flows of accessions and separations on the labour
market (i.e. ¢ =0):

1-a)

byluet wes |=d,  or  In(ue,)=- An(ve ,) +a1><|n(do/bo), (E6)
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which is the hyperbolic uv relationship.
Anthony (1999) introduced a random disturbance term (e) into E3 as a

multiplicative term in both the hiring and quit function. In this case we can express the

equation E3 as follows:

DE, =b,|u?, 32 fem }- d, {e™ PE, . (E7)

or

n(ue) = - 2 in(ve )+ Lin(d, /b,) + ~e (E8)
a a a

where

e=n -m, m ~N(O,s ?) n, ~N(0,s’) (E9)

This framework allows cointegration tests to be conducted using the disturbance term in
equation E8. If it can be shown that logged ue;and ve are I(1) and e, is [(0), then ue and ve
are cointegrated and there is long-run equilibrium.

The bivariate labour market model is restrictive as b, and d, were specified as fixed

parameters, implying that un(employment) flows are exogenous. As a consequence, this

model will fail to identify an equilibrium relationship if additional variables constitute part of

the long-run relationship. Therefore we modify our model by allowing (un)employment flows

to be endogenously determined. These flows can be dependent on cyclical macroeconomic

variables as well as factors associated with structural unemployment. Next we can test

whether this multivariate specification of the Beveridge Curve does in fact represent a

long-run or cointegration relationship using our data sample in the Czech Republic.

We try to introduce following cyclical macroeconomic variables:

It — interest rate (PRIBOR 3M) during month t,

rwii — real wagesin industry during month t,

subsr; — replacement ratio for period t [=100* (unemployment benefitsnominal wages in
industry)].

Factors associated with the structural composition of unemployment may also be relevant

in influencing uv as they would partialy capture costs of labour search. We consider to

introduce:

lt - number of long-term unemployed people (> 1 year) at the period t,

fc - number of unemployed females at the period t.
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The variables to be expressed as functions of unemployment rate and vacancy rate in

the long run. If we the quit rate is defined as

1%

d, =d, xwi xsubsr! >

(E10)

then a multivariate disequilibrium labour market model can be expressed:

DE, =b, 9™ xf bz[Utl>%\/t1f‘]{e"“} d, xwi¢, xsubsr)  xe' >{e""1}><Et_1

and a multivariate long-run equilibrium model is

(E11)

Inue =- -2 )>4an +g —><1nrw| +g——><|nsubsr +8é;—>1' -geﬁgﬂnleI gtﬁgxln fe += ><|ng——+ —e,
a ea g
(E12)
where
I ,
e=n-m, b, +b, =0, Iet:Et, fe —E‘t, lj >0 (E13)

Equation E12 provides a richer model structure than the conventional model E8.

3. Empirical study

3.1. Timeseriesdata

Monthly time series data are used for our empirical study in the Czech labour market

from the January 1993 to the December 1999 (i.e. 84 observations
modelling). All series are seasonaly adjusted with the exception of
unemployment benefits. Where quarterly series are available, monthly seri
linear interpolation.

Unemployment rate (ue) and vacancy rate (ve) are shown in Fig. 1.

excluding lags in
interest rates and

es are obtained by
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Fig. 1 : Unemployment rate and vacancy rate development
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In determinig the (non)stationarity properties of the data we tested on a tuncated
sample between January 1994 and December 1999 to allow for possible leads and lags
estimation. We used the PP (Phillips—Perron) tests for unit roots with results reported in the
Table 1.

Test results for the logged unemployment rate and vacancy rate are margina yet
indicative of nonstacionarity for PP tests support the same results. The PP test makes a
correction to the t-statistic of the coefficient of In(variable).1 to account for seria correlation
in random term.

Furthemore PP tests indicate that employment growth and margina real wages in
industry are stationary or 1(0). All other data series (yue, yve, ysubsr, yle, yfe) are
nonstationary or I(1).. Supplementary testing on the (1) series fond none of them to be I(2).
Logged interest rate data serieswas I (1). Since the unemployment rate and vacancy rate are
found to exhibit nonstationary behaviour using PP tests, it seems appropriate to model the uv

relationship using cointegrating analysis.

Variable Description PPstatistics Lag lenghts
e Employment growth -8,760 0
yue In(unemployment rate) 1,495 0
e In(vacancy rate) 2,224 0
[ interest rate -2,169 0
Y Wi In(real wage) -4,720 0
ysubsr In(replacement rate) -1,917 0
yle In(long-term unemployment rate) -1,018 0
yfe In(female unemployment rate) 0,076 0
due Dyue -5,357 0
dve Duve -5,263 0
di Di 7,410 0
dsubsr Dsubsr -3,920 0
die DI -5,585 0
dfe Df -8,773 0
D= difference of variable
Critical values (including intercept and trend)
1% (-4.085) 5% (-3.470) 10% (-3.162)

Table 1: Tests for the null of nonstationarity and stationarity
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3.2 Cointegrating analysisfor the basic model_1 (yue, yve)

Then we try to test for cointegration ( i.e. that linear combination of nonstacionary time
series yug and yve is 1(0)). If an long-run equilibrium relationship exists we estimate the
cointegration equation. We applied 3 cointegration tests for model_1 (yue, yve):

a) Linear regression_1 of In(ue) on In(ve) and testing for nonstationarity of residua time
series (without trend and intercept) and aso linear reggresion 2 of In(ve) on In(ue)
and testing for nonstationarity of the second residua time series,

b) Engle-Granger test,

c) Johansen test.

Results are reported in Table 2.

ADF (Augmented Dickey-Fuller) tests for residua_01 and residua_02 estimated by
OLS method (since results can vary with the ordering of variables in regression) indicated
cointegration yue and yve but with slow DW value for the model estimating residua.

The Granger (1969) approach is to see how much the current yue can be explained by
past values of yue and then to see whether adding lagged vaues of yve can improve the
explanation (and vice versa). The null hypothesis is therefore that yve does not Granger-cause
yvein thefirst regression and that yue does not Granger-cause yve in the second regression.
For our results we cannot reject the hypothesis that yve does not Granger cause yue but
we do regect the hypothesis that yue does not Granger cause yve on 5% level of

significance.

Test for cointegration Results

OLS:
E(yue) =-7.279" - 0,964 xyve R?>=0.614 DW =0.019 sign.F =0.00
Resid_01: Observed ADF statistic =-2,582" Critical value(5%)=-1,946

P Resid_01~1(0)

OLS:
E(yve) =-6.254" - 0,635 xyue R?=0.612 DW =0.033 sign.F =0.00
Resid_02: Observed ADF statistic =-2,296 Critical value(5%)=-1,946

P Resid_02~1(0)

Cointegration yue, yve
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b)

Engle-Granger (76 obs.):

Null hypothesis:
F-Statistic
Probability

YVE does not Granger Cause YUE
1.43761
0.18001

YUE does not Granger Cause YVE
2.16005
0.02859

yue -> yve
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Johansen test:

Test assumption: Linear deterministic trend in the data

Series: YUE YVE

Eigenvalue
Likelihood
Ratio
5%
Critical Value
1% Critical Value
Hypothesized
No. of CE(9)
0.249926
29.54842
>25.32
c) 30.45
None
0.100931
7.979640
<1225
16.26
At most 1

* (**) denotes rejection of the hypothesis at 5% (1%) significance level
L.R. test indicates 1 cointegrating equation at 5%
Normalized Cointegrating Coefficients: 1 Cointegrating Equation
YUE
YVE
@TREND(92:02)
C
1.0
0.672935
-0.008472
6.478017

1 Cointegrating equation at 5% significance level

Table 2: Various tests for cointegration for model_1 (yue, yve)
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Figure 1: Normalized cointegrating equation for model_1 (yve,yue)

Johansen (1991, 1995) developed the methodology for implementation VAR-based
cointegration tests. Johansen’s method is to test the restrictions imposed by cointegration on
the unresctricted VAR involving the series. In the second column (Likelihood Ratio) gives
trace statistic. To determine the number of cointegrating relations (k), we proceeded
sequentially from k=0 to (number of nonstationary variables - 1) until we fail to reect
hypothesis. For our model_1 (yue,yve) Johansen’s test indicated 1 cointegrating eaquation
at 5% significance level. The figure 1 shows normalized cointegrating equations for model _1
- (yve,yue).

3.3 Cointegrating analysis for extended multivariate models

Furthermore we applied cointegration analysis for other 3 models using three above-
mentioned methods:
Model 2 (yue, yve, i),
Model_3 (yue, yve, ysubsr),
Model_4 (yue, yve, i, ysubsr).
The Table 3 includes results only for Johansen’s test. Johansen’s trace statistic detected:
» 2 cointegrating equation at 5% significance level for model_2 (yue, yve, i),
» 2 cointegrating equations at 5% significance level for model_3 (yue, yve, ysubsr),
» 3cointegrating equations at 5 % significance level for modd_4 (yue, yve, ysubsr, i).
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M odel

Johansen cointegrating tests

Model 2
(yue,yveii)

Series: YUE YVE | (Test assumption: No deterministic trend in the data)
Likelihood
5 Percent
1 Percent
Hypothesized
Eigenvalue
Ratio
Critical Value
Critical Value
No. of CE(s)
0.307474
48.88154
> 3491
41.07
None **
0.157188
21.32584
> 19.96
24.60
At most 1 *
0.107147
8.499966
< 9.24
12.97
At most 2

L.R. test indicates 2 cointegrating equation(s) at 5% significance level

Model_3

(yue, yve,
ysubsr)

Series: YUE YVE YSUBSR (Test assumption: No deterministic trend in the data)
Likelihood
5 Percent
1 Percent
Hypothesized
Eigenvalue
Ratio
Critical Value
Critical Value
No. of CE(s)
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0.288928
38.11028
>24.31
29.75
None **
0.124556
12.53662
>12.53
16.31
At most 1 *
0.033555
2.559848
< 3.84
6.51
At most 2

L.R. test indicates 2 cointegrating equation(s) at 5% significance level

Model_4

(yue, yve, i,
ysubsr)

Series: YUE YVE YSUBSR | (Test assumption: No deterministic trend in the data)
Likelihood
5 Percent
1 Percent
Hypothesized
Eigenvalue
Ratio
Critical Value
Critical Value
No. of CE(s)
0.451889
84.97240
> 39.89
45.58
None **
0.270473
39.87666
>24.31
29.75
At most 1 **
0.194510
16.22470
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> 12.53
16.31
At most 2 *
2.55E-05
0.001912
< 3.84
6.51
At most 3

L.R. test indicates 3 cointegrating equation(s) at 5% significance level

Table 3: Results for Johansen’s cointegrating test
( *[**] denotes rejection of the hypothesis at 5%[1%] significance level)

4. Summary and conclusions

The aim of this paper was to investigate existence of the uv relationship for the labour
market in the Czech Republic using cointegrating analysis.

Cointegrating test results suggest that bivariate long-run uv relationship exists
(model_1) and it isdepicted in Fig. 1. These results support the basic labour market search
model which assumes exogenity of (un)employment flows.

A modified Beveridge curve was used to examine the existence multivariate
equilibrium relationship. This was achieved by making (un)emloyment flows endogenously
determined by macroeconomic cyclical variables (i, subsr ). The Johansen’s cointegrating
tests indicated the existence of equilibrium relationship between unemployment,
vacancies and the replacement ratio and interest rate. This suggests that cyclical variables
are influential in determining the stability of Beveridge curve. The empirical results show that
unemployment rises when the ratio of uneployment benefits increases to work income. Also
the interest rate was cointegrated with unemployment and vacancies rate and move

positively with unemployment.
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INTRODUCTION

The study analysed questionnaire data obtained from a sample of 678 companies based in the
two metropolitan areas of Portugal - Lisbon and Oporto. The sample was representative in
terms of size of company (number of employees) and Sector of activity. Data were obtained
on awide range of variables covering six areas; Characteristics of the company, Research
and Development activities, Human resources policies and practices, Company and work

organization, Unionization and worker representation, Characteristics of managers.

Theindex of competitiveness

In the absence of data on market share and similar variables Cashflow per employee for the
year 1998 was used as an index of competitiveness. Strictly speaking this is a measure of
company performance, but companies that perform well in this sense are likely to be more
competitive. If they are not, their market share will decrease and performance will decline.
Thus Cashflow per employee represents a correlate of competitiveness which may plausibly
be used as an indirect Index. Four other indicators were developed as weighted combinations
of questionaire variables using Non-linear Principal Component analysis. These were:

1. Inovation (in the previous five years).

2. Leve of information technology

3. Organizational change (in the previous five years).

4

. Changes in human resour ces management (in the previous two years).

THE RESEARCH STRATEGY

It is recognized in Portugal that the two metropolitan areas differ somewhat in their ‘industrial
cultures and in view of this it was thought likely that there may be regional differencesin the
factors associated with competitiveness. Thus, the overall strategy of the research was to

investigate factors associated with competitiveness in three separate analyses — the first
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dealing with the two metropolitan areas combined, the second dealing only with companiesin

the Lisbon area and the third dealing only with companies in the Oporto area.

METHODS OF RESEARCH

Using cut-offs at the 47" and 53" percentiles the Index of competitiveness was dichotomized
to form two groups of companies - a HIGH competitive group and a LOW competitive group.

In each of the three separate analyses the dichotomized Index of competitiveness was used as
the dependent variable in a logistic regression (Forward LR method) the objective of which
was to discover the main factors associated with competitiveness. The independent variables
in each regression were the four indicators and a set of variables drawn from each of the six
areas covered by the questionaire. These variables were selected by prior univariate analysis
assignificantly related to the Index of competitiveness.

RESULTS

The analysisfor the two metropolitan areas combined

Five factors were found to be related to competitiveness and the regresson model gave a
good fit to the data according to the Hosmer and Lemeshow procedure (c = 8.567, d.f. = 8, P
= 0,380) and showed a good Holdout cross-validation. The regression correctly classified the
group membership (HIGH/LOW competitiveness) of 72.8% of all companies (74.2% for the
LOW group and 71.5% for the HIGH group). The five factors associated with
competitiveness were; level of inovation in the previous five years, level of information
technology, use of the MRP method for planning production needs, Salary costs as a
percentage of Total costs, use of Universities (other than for recruiting graduate staff).

Further analysis showed that within each of the competitiveness groups (High/Low) there
were no significant differences between Lisbon and Oporto companies on four of the five
factors. On the fifth factor, Salary costs as a percentage of total costs, ANOVA showed a
significant interaction between Competitiveness and Metropolitan area.

Inovation

Two types of inovation were related to competitiveness. Product inovation and inovation in
the production process. Significantly more Highly competitive companies had introduced new
products and /or improved products in the previous five years, and in the case of improved
products the improvements were in terms of quality rather than materials or design.

Significantly more competitive companies had also changed the manufacturing process .
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Infor mation technol ogy

Highly competitive companies had much more information technology than was the case
with the low competitive companies. But competitiveness was associated with the possession
of seven specific types of technology, four of which were concerned with the automation,
or automatic control, of the production process. The seven types were; mainframe
computers, CAD, CAD/CAM, communication network between work stations, robotic
components, automated control of sections of the factory and production management assisted
by computer. These seven types of technology were related to competitiveness in all sizes of
company (lessthan 50 employees, 50 — 100, 101 — 200 and greater than 200.
Use of the MRP method for planning the needs of production
The percentage of highly competitive companies using this method (39,4%) was
approximately twice that of the low competitive (20,6%). Moreover the use of this method
interacted with the use of information technology to influence competitiveness. 64,5% of all
companies above the median on the Information technology indicator were in the High
competitive group. But of the companies in this ‘high tec.” group that also used MRP 73.3%
were in the High competitive group. Of the companies in the *high tec.” group that did not
use MRP only 59.4% were in the High competitive group.
Salary costs as a per centage of total costs
Average Sadary costs as a percentage of total costs was significantly lower in the High
competitive group (22.5%) than in the Low group 35.7%. In the two metropolitan areas
combined there was no significant effect of company size or level of information technology
on salary costs as a percentage of total costs.
Use of Universities
Although comparatively few (20.8%) of the highly competitive companies made use of
university services the percentage of low competitive companies doing so was significantly
less (9.0%). Thekind of service principally used was assistarce in solving specific problems,
including environmental problems, and thiswas mainly on an ad hoc basis.
The analysisfor the Lisbon metropolitan area
Five factors were found to be associated with competitiveness and again the regression model
gave a good fit to the data (c? = 6.480, d.f. = 8, P = 0,594). It correctly classsified the group
membership of 71.4% of companies (70.0% in the Low competitive group and 72.6% in the

High). The five factors associated with competitiveness were: Organizational change,
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acquisition of services from external agencies, use of individual pay increases based on
merit/worker performance, salary costs as a percentage of total costs, perceived importance of
product price as a competitive advantage.

Organizational changes

The main organizational changes related to competitiveness were made by small or medium
sized companies (fewer than 200 employees). 34.7% of the highly competitive companies of
this size had decentralized decision making compared to 16.7% of the low competitive. 43.9
% of the High had improved the flow of information in the company compared to 20.5% of
the Low. In the High group 24.5% of companies had created working groups/teams but only
15.4% in the Low group, and 45.9% of the High group companies had created new methods
for planning, controlling and managing production (28.2% Low). This last change was also
related to competitiveness in large companies (more than 200 employees) where 48.3% of
the High group had created new methods compared to 28.9% of the Low group. Large
competitive companies were also more likely to have created new departments/sections
(36.7% compared to 13.2% in the Low group).

Acquisition of services from external agencies

Table 1 shows that in small and medium sized companies competitiveness was significantly
associated with the “buying in” of financial/auditing services and training courses but not
accountancy services. In large companies competitiveness was not related to the buying in of
any of these services. It isnot clear why the small/medium sized competitive companies were
more likely buy in financial/auditing and training services (but not accountancy services)
though the reason may be connected with the fact that 77% of these companies had graduate
CEO’s while the corresponding figure for the low competitive companies of the same size
was 47%. More highly educated CEO’s may consider that “in house” accountancy is essentia
for constant monitoring of the firm’'s financial position, but that it is more cost-effective to

buy in services that are only required periodicaly.
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Table 1. Percentage of companies acquiring various types of financial

and training services from external sources

Size of company Size of company
Type of service aquired < 200 empregados > 200 empregados
Competitiveness Competitivieness
Low | High| Sg. | Low | High| Sg.
Accountancy 526 | 276 | 0,001 10,0 | 10,3 | N.S.
Financial/auditing services 282 | 418 | 005 | 80,0 | 744 | N.S
Technical consultancy 295 | 388 | N.S. | 650 | 64,1 | N.S
services
Training 28,2 | 51,0 | 0,002| 70,0 | 74,4 | N.S.

Use of individual pay increases based on merit/jobperformance

60.9% of highly competitive companies used this type of pay increase compared to 42.2% of
the low competitive. Its use was more common in highly competitive ‘hi-tec’ conpanies
(69.3%) and less common in highly competitive ‘low tec’ companies (37.8%). Possibly *hi-
tec.” competitive companies use this type of increase because man-computer systems confer
little advantage unless the human component performs well. Thus in such companies high
quality individual performance is likely to be highly valued and rewarded.

Ssalary costs as a percentage of total costs

Average salary costs as a percentage of total costs were 24.1% in the High competitive group
and 33.0% in the Low group. Average sdary costs were not influenced by level of
information technology in either group, but in the Low group salary costs as a percentage of
total costs was influenced by size of company (31.5% for companies with less than 200
employees and 38.8% for those with more than 200).

Perceived importance of product price as a competitive advantage

The mgority of companies in both the High and Low competitive groups perceived the price
of their product to be a competitive advantage, but whereas 39.3% of the Low group believed
it was a very important advantage only 26.8% of the High group believed this.

The analysisfor the Oporto metropolitan area

Six factors were found to be associated with competitiveness and the regression model gave
an acceptable fit to the data (c?> = 13.227, df. = 8, P = 0,104). It correctly classified the
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group membership of 72.9% of all companies (72.5% in the High competitive group and
73.3% in the Low group). The six factors were: maintenance of contacts /relations with
Centres of R&D, use of the MRP method for planning production needs, changes in human
resources management, salary costs as a percentage of total costs, use of individua pay
increases based on contribution to the objectives of the company and use of general pay
increases made in accordance with collective agreements.

Maintai nance of contacts /relations with Centres of R&D

36.4% of companies in the Oporto area carried out their own R&D and 26.1% of the High
competitive group maintained contact/relations with centres of R&D (8.9% in the Low
group). But the tendency to keep links with R& D centres was influenced by size of company.
66.7% of large highly competitive companies (more than 200 employees) kept such links and
47.6% used Centres of R&D for assistance in solving production problems. In contrast only
13.4% of small highly competitive companies maintained links with Centres of R&D.

Use of the MRP method for planning production needs

The proportion of companies in the High competitive group that used MRP was twice that in
the Low group (High 38.6% Low 17.7%). But use of MRP was especialy strongly related to
competitiveness in the group of ‘low tec.” companies where 41.9% of the highly competitive
used it compared to only 15.0% of the low competitive.

Change in Human resour ces management

The changes associated with competitiveness were, with one exception, made only by small
and medium sized companies and concerned improved recruitment and selection (29.5% High
group, 17.7% Low group) and improved conditions of hygiene and safety (45.5% High group
and 29.0% Low group). The exception concerned change in the ways information was spread
through the company, which was a change made by 47,6% of large highly competitive
companies and 11.1% of large low competitive companies. For small and medium size
enterprises the corresponding percentages were 25.0% (High) and 6.5% (Low).

Salary costs as a percentage of total costs

For companies in the High competitive group average Salary costs as a percentage of total
costs was 20.2% while for those in the Low group it was 38.0%. The average saary
costs/total cost ratio was not significantly influenced by size of company in either group,
though in the Low competitive group it was influenced by the extent to which companies

possessed information technology. Companies in the Low group having low levels of
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information technology had an average salary costs/total costs ratio of 38.9% while for those
having high levels of information technology the ratio was 32.3%.

Use of individual pay increases based on contribution to the objectives of the company

In the High competitive group 43.2% of companies used this form of pay increase compared
to 21.8% in the Low group. The use of this type of pay increase was not significantly
influenced by size of company but was influenced by the level of information technology. In
the group of ‘low tec’ companies 58.1% of the highly competitive used this type of pay
increase compared to 17.5% of those that were low in competitiveness. Competitiveness was
not associated with the use of individual pay increases based on the individual’s contribution
to the objectives of the company in the case of companies that used a great deal of
information technology.

Use of general pay increases made in accordance with collective agreements.

The use of this type of pay increase was negatively related to competitiveness irrespective of
size of company and level of information technology. In the Low competitive group 68.5% of
companies used this form of pay increase compared to 45.5% in the High competitive group.
DISCUSSION

As expected, two types of factor were related to competitiveness -- General Factors which
applied to companies in both metropolitan areas, and Regional Factors which were related
to competitiveness in one area but not the other. An exception to this occurred in the case of
Salary costs as a percentage of total costs. This appeared as both a General factor and a
Regional factor in each area. The reason for this was that, unlike the other General factors, in
the analysis for both metropolitan areas combined average Salary costs not only differed
significantly for high and low competitive groups but aso showed a significant interaction
between competitiveness and metropolitan area.

Further analysis of the General factors revealed that the likelihood of a company being highly
competitive depended not only upon inovation in terms of the introduction of new products or
products improved in quality, but depended also upon how the inovation was achieved. For
example, the conditional probability of a company being in the High competitive group given
that it had introduced new product(s) in the previous five years was 0.615. If such a
company were above the median in its level of information technology this probability
increased to 0.716. If the company also carried out R& D the probability rose further to 0.766

and if, in addition, it had introduced new methods for planning, controlling and managing
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production the conditional probability of being in the High competitive group became 0.857.
Similar increases occurred in the case of improved products (from 0.567 to 0.800).

The importance of how inovation was achieved can be seen in the fact that, for a company
that had introduced new product(s) but had low information technology, did not carry out
R&D and had not introduced new methods for planning, controlling and managing
production, the conditional probability of being in the High competitive group was 0.313.
These findings suggest that competitiveness in the two metropolitan areas is strongly related
to product inovation brought about by the use of R&D and the use of information technol ogy
for planning, controlling and carrying out production of new products and products improved
in quality.

Competitiveness was also strongly related to reduced Salary costs as a percentage of total
costs. In the Lisbon area the average salary costg/total costs ratio for highly competitive
companies was 73% that of the low competitive companies, and in the Oporto area this figure
was even lower (53%). These percentages indicate that highly competitive companies have a
substantial advantage in terms of salary costs in relation to total costs when compared to the
low competitive companies, though it was not clear from the research how this advantage
was achieved. Clearly thisis a point that needs a good deal more investigation.
Competitiveness was significantly associated with the acquisition of various types of
specialized expertise from external agencies. These included (in both metropolitan areas)
university services for assistance in solving specific types of problem, the use of financia
/auditing services and training courses (in small/medium sized companiesin the Lisbon area)
and services of Centres of R&D (in large companies in the Oporto area). Perhaps this is not
surprising. To be highly competitive companies need to use the best technical services they
can and (especially for small/medium sized companies) it may not be economically
appropriate for periodically required services to be furnished by full time ‘in-house’ experts.
Competitiveness was associated with the use of individua pay increases based upon some
criterion of job performance. This type of pay increase tends to be perceived by employees as
recognition of ther individua vaue to the company and it has long been known that
recognition of this sort increases worker motivation -- and to be highly competitive a
company needs a well motivated workforce. In contrast, the use of general pay increases
made in acccordance with collective agreements was negatively related to competitiveness.

This type of pay increase is seldom perceived by employees as recognizing their individua
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value to the company, and although such pay increases may operate to prevent or reduce
dissatisfaction they tend not to have a positive motivating effect.

In the Lisbon area certain organizational changes in small/medium sized companies were
associated with competitiveness; in particular, the creation of working groupsteams,
decentralization of decision making and improvement in the flow of information in the
company. These seem to represent at least a partial shift towards improved use of human
resources through job enlargement/enrichment. In the Oporto area more basic changes in
human resource management were associated with competitiveness — improved
recruitment/selection of employees, improvements in hygiene and safety and changes in the

way information was spread through the company.
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prof. Ing. Jarodav Husar, CSc. Mgr.

ek. University of Economics, Bratidava

I ntroduction

From the theory of the international economics it is knowwn that the expenditure-switching
policies pimarily work by changing relative prices. The main form of such a policy is a
change in exchange rates. i.e. a devaluation or a revaluation of the domestic currency. Direct
controls can aso be classified under this heading and are usually applied to restrict imports.
Consumers will then try to buy domestic goods instead of imported goods, and hence direct

controls can be viewed as a switching device.

We shall, however, concentrate on a discussion of devaluation (Slovakia has experienced it in

1993) to show how important is the theory to indicate the desired economic policy.

Trade balance and the devaluation: the model

The traditional approach to the effects of devaluation on the balance of trade runs in terms of
elasticities (Bo Sodersten). The core of the traditional approach is contained in so-called
Marshall- Lerner condition, which states that the sum of easticities of demand for a country's
export and of its demand for imports has to be greater than unity for a devaluation to have a
positive effect on a country's trade balance (A.P. Lerner). If the sum of these elasticities is

smaller than ubity, a country can instead improve its balance of trade by revaluation.

Bo Sodersten showed us that if we want to express this condition in terms of formula, it can

be set out as follows:

dB = kX;(exn + &m — 1) 1)
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where dB is the change in the trade balance, k the devaluation in percentage, X; the value of
exports expressed in foreign currency, e, the devaluing country's demand elasticity for
imports (first country in the next text, reason for 1), and e;m the second country's (say the rest

of the world) demand elsticity for export from the devaluing country (Slovakia).

It is easy to see from the expression (1) that the sum of the two critical elasticities has to be
larger than unity for the trade balance to improve because of a devaluation. If the sum is less

than unity, an appreciation should instead be used to cure a deficit in the trade balance.

We in Slovakia have experienced that the devaluation leads to an increase in the price of

imports. What the effect of this price increase will be depends on the elasticity of demand for
imports. The larger it is, the greater will be the fall in the volume of imports. The value of the
demand elasticity of imports depends, of course, on what type of goods the devaluing country
imports. If a country primarily imports necessities, raw materials and goods needed as inputs
for itsindustries (Slovakiais atypical country), the demand elasticity of imports may be very
low, and a devaluation may not be a very efficient means of correcting deficit.

We want to mention that the Marshall-Lerner condition set out in formula (1) is built on some
strict simplifications. It assumes, roughly, that the supply elasticities are large and that the
trade balance is in equilibrium when devaluation takes place.

Let us start by setting out the following equation for the trade balance:

Bi = X1Pom — My Pax = Xat — My¢ (2

where Bys denotes the devaluing country's trade balance in foreign currency, where x; and m;
are devaluing country's volume of exports and imports, respectively; Py, and Py are the
prices of imports and exports in second country (rest of the world); and Xi; and My; are the

value of exports and imports in country one (devaluing), both denoted in foreign currency. *

Next we need to get is the differentiating of equation (2). Differentiating gives

! The principle of this approach was first developed by S.S. Alexander
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dBit = dx1Pom - dPamX1 - dmy Pay — dPoxmy

0 e 0
= leé&ﬁ... o T+tMy 6 am, - IPay T
X I:)Zm a m, P2x (4]
Now we define these four elasticities:
dx, R, .
« =24 h , the élasticity of home export supply
1x Xl
dx, P,, - .
—— —=, the elasticity of foreign demand for exports
2m Xl
dm P, - . :
o = —= , the dasticity of foreign supply of imports
dPZx rnl
dm, P, - :
=- d;nl — | the elasticity of home demand for imports
im

3

(4)

Q)

(6)

()

We observe from the way in which these four elasticities have been defined that that they will

all be positive — barring Giffen goods.

The theory assumes that we have price equalization between the two countries - expected case

in market economies - through the exchange rate, r, so that we get

sz = P]mr

Differentiaiting equation (8) totally and adding in equation (8) gives

Pox + dPox = Pyl + drPyn

(8)
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= (Pyn+ 0Pun)r —k(Pyn + dPy)r ©)
= (le + dP]m)r(l - k)

In equation (9) we have introduced the devaluation coefficient k, which shows the relative

change in the exchange rate. We can define k in the following way:

P, +dR, r My de,,
P
» - ﬂaﬁ_- dpﬁg» - d—r (10
r P o r
From equation (9) we can get
dP =-k +%(1- k) (1)
P2x P]m
In a completely analogous way we deduce that
AP =-k+ dR, - k) (12)
P2m 1x

The relative changes in volumes and prices can now be expressed in terms of elasticities and

the devaluation coefficient k. Using equations (5) and (12) we get

dx dP,, é dP, U
L=y, =6 a K+ =2 (1- K)g (13)
Xl P2m e F)lx u

But dx1/x1 = six(dPix/Pax). By substitution we get
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dx,
Xl

k- 1 g2

X

From this follows

dxl - eka - Sl><e2mk (14)
X 1+(ey/s,)A- K) s, e, (1- k)

In an analogous way we can derive

dPZm - _ k%x (15)

I:)Zm Six +eZm (1_ k)

dm _ Syl 16)

m, € * Som(1- K)

dPZX - ka (17)
I:)2x €m T Som (1_ k)

Now using the last four expressions we get the effect of a devaluation on the trade balance:

Slx(%m B 1) +M elm(SZm +1) l;' (18)

&
9By =keX "e, +Sn@- K)g

& s, te,l- k)

What does the (18) says? Expression (18) shows that the effects of the devaluation are
somewhat more complicated than shown in equation (1); i.e. if we do not assume that supply
elasticities are infinitely large the situation becomes somewhat more complex. If, to take an
extreme example, we assumed that the supply elasticities were equal to zero there would be
no improvement in the trade balance because of increasing exports but some improvement

because of fall in demand for imports.
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Generaly speaking, we can say that if the elasticities are larger than unity, then the larger they
are, both on the supply side and the demand side, the larger will be the improvement in trade

balance.

Sindy Alexander showed the way to arrive at formula (1) from (18). It is as follows: if supply
elasticities tend to infinity, then

e2m B 1 ® e2m _
1+ (e2m / Slx)(l' k)

If, furthemore, k is small, we get

e[l W/ sn)] o e
em/sy,) t1-k 1-k

But if k issmall and if we assume that trade is balanced before the devaluation, we get

dBys = kMis(eom + em—1) (1)

We have now set out the main parts of the elasticity approach to devaluation. The dubious
aspect of this approach isthat it is built on a parital type of theorizing and that it does not take
into account consideration of general equilibrium.

Conclusions

Demand and supply elasticities are conventionally defined ceteris paribus i.e. other prices
and incomes are supposed to be constant, but in devaluation prices and incomes will certainly
change. Therefore, the use of partial easticities in connection with devaluation can easily be
misleading. What one would like to know is the value of the "total" elaticities, i.e. the value
of an easticity when all the factors involved in the devaluation change. Such a total elasticity

measures how quantities are affected by price changes when everything likely to change has
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done so. This is, however, not an operational concept, as it will never be possible to know in
advance the values of such elasticities.

The result of devaluation depends not only on partial elasticities but also on the aggregate
behavior of the economic system. In the literature is known an alternative approach to the

effects of devaluation in macro terms. It is known as the absor ption approach.
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A Comparison of Two Solution Approaches
to the Analytic Hierarchy Process

Michal Chobot, Lea Skrovankova
University of Economics, Bratislava, Slovak Republic

1. Introduction

The Analytic Hierarchy Process (AHP) is according to Saaty [5] ageneral theory of
measurement applied within elaborate ordered structures to derive ratio scales from paired
comparisons on agroup of homogeneous elements with respect to common attributes and
synthesize these scales to aunidimensional ratio scale. Such ascale enables one to rank the
activities involved in the structures, make choices and allocate resoursec to these choices in
proportion to their derived ranks. Many problems involve the assignment of priorities to aset
of objects, projects, products, etc.

Preferences are expressed in aform of pair-wise comparisons, rather than as weights. The
AHP has been used in numerous applications in decision making, planning, benefit / cost and
risk analysis and many other multicriteria problems. Our specia interest was caused by the
work of Gass [3], who applied this technique to determine priorities and weights for large
scale linear goal programming. However, when we studied the AHP problem in detail, we
found out that different solutions can lead to different results. In this note we want to

demonstrate this by a comparison of two solution approache to the AHP problem.

2. Formulation of the AHP problem and description of solutions
The AHP problem can consist of several subproblems. For our analysis we will use only

the following basic formulation. Let A = (ai j) IS nX nmatrix satisfying:

1
0< aij :a—.
ji

These are approximate judgments of the ratios of the underlying weights associated with

objects i and j. The purpose is to retrieve weights w; from A such that w;/ w; will

approximate &, ; in some sense.

Let w= (Wk) isan n—dimensional vector satisfying
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3
w,>0, QOQw, =1 )
k=1

and V =(Vij) ISany n x n matrix satisfying Vi =w;/w; for some vector w. The

expression (1) represents multiplicative normalization induced by the multiplicative nature of
the problem. The data are given in terms of ratios and A is consistent if and only if for al i, j
andk; a;=a,°a, .

For our comparison we are interested in two solutions of our AHP problem. The first
approach to this problem was proposed by Saaty. It consists in taking as weights the
components of the (right) eigenvector of the matrix A. In our notation the eigenvector is
defined by

gA)=w, Aw=1I W, )
where | ., isthe largest eigenvalue of A. It must be noted that this eigenvector solution is

normalized additively, i. e.

e(A): w, Aw =1 W, w, =1 ®)

x~

7 QoS

1

A number of authors have suggested alternatives to this approach. For example, the
eigenvector method was criticized in [2]. The authors pointed out that there is a little
judtification for the use of eigenvectors to derive the requisite weights. There are aso other
mathematical arguments against using the eigenvector to estimate the underlying scale for this
problem. In [1] the authors indicate that the eigenvector solution violates the sense of
consistency and does not take into account the multiplicative nature of the problem.

The second solution to the AHP problem is the geometric mean defined by

o(a)=w, w,=(Oa, ). @
j=1

The authors of [1] proposed an axiomatic approach of this solution. They have shown that
this solution satisfied a set of basic consistency axioms. Moreover, in [2] it is shown that the
geometric mean can be derived from the solution of two optimization problems. The
geometric mean solution can be derived as the solution of the following optimization

problem:



A Comparison of Two Solution Approaches to the Analytic Hierarchy Process 83

3 dJ
g dna |n§lm 5)
Wi g

=

min

. QJO:’
@ @ D

subject to

i}

Ow, =1 w;>0, i=12..,n

i=1

The geometric mean can be also derived with the help of an information theory approach.
If one normalizes w then it can be viewed as a probability measure. In an information —
theoretic sense the problem is to determine the vector w that is as close as possible to the
collumns of A. For that purpose one can use the minimum discrimination technique (basic
notions of MDI measures we described in [4]). The corresponding optimization problem
becomes
. 5 3 0
minf(w)=§ § w, Ing—= (6)

w ) =1 a. .

JLLN
11

subject to

We will not pay attention here to a detail analysis of these problems, instead of this we

present an illustrative example.

3. An Example

For our purpose we selected the school selection example given in [6]. The author assumes
that the decision maker is faced with comparison of high schools A, B and C according to
their desirability. The comparison is based on six criteria or characteristics: learning (L),
friends (F), school life (S), vocationa training (V), college preparation (C) and music classes
(M). The pairwise judgment matrix comparing the characteristics with respect of overall
satisfaction with school is described in Table 1. It is labeled accordingly with O in its left-
top corner. Table 2 contains the six 3x3 judgment matrices corresponding to these six

criteria, each labeled in its left-top corner.
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O L S Vv C
L 1 3 3 4
F 14 7 3 1/5 1
S 13 7 1 15 15 16
Vv 1 13 5 1 1 13
C 13 5 1 3
M 14 6 3 13 1
Table 1.
L A B C F A B C S A B C
A 1 13 12 A 1 1 1 A 1 5 1
B 3 1 3 B 1 1 1 B 1/5 1 1/5
C 2 13 1 C 1 1 1 C 1 5 1
Vv A B C C A B C M A B
A 1 9 7 A 1 1/2 1 A 1 6 4
B 1/9 1 15 B 2 1 2 B 1/6 1 1/3
C u7 5 1 C 1 1/2 1 C 14 3 1
Table 2.

The eigenvector solution computed by Saaty for matrices in Table 1 and Table 2 is given

in Table 3 (labeled as €). Here the first three entries in each row are components of the

eigenvector of the corresponding matrix in Table 2. The six number in the fourth column

labeled as O are the components of the eigenvector of the matrix in Table 1 (here the results

are rounded from the original table). All eigenvectors are normalized additively. The

combined overall solution vector is given by

w = (0.37, 0.38, 0.25).
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€ A B C @)

L 0.16 0.59 0.25 0.32
F 0.33 0.33 0.33 0.14
S 0.455 0.09 0.455 0.03
\% 0.77 0.05 0.18 0.13
C 0.25 0.5 0.25 0.24
M 0.69 0.09 0.22 0.14

Table 3.

The first component of w is the weighted arithmetic mean of the column A in the Table 3,
with the column O entries serving as weights. Similarly, the two other components of w are
computed. The optimal choice by this solution approach is thus high school B with w,/w, =
1.03. Now we will use the geometric mean solution to the same problem. It is given in the
same format in Table 4. The solution to the matrix in Table 1 is given in the column O. It is
normalized additively (the sum of its componentsis 1) since it is not in the lowest level of the
hierarchy. Solutions to the matrices in Table 2 are normalized multiplicatively — the product
of component is 1, since it is in the lowest level of the hierarchy. The combined overall
solution vector w is the geometric mean of these vectors with the components of O vector
serving as weights

W= W W 22 X Q3 X xw2s e

All operations are componentwise. All six vectors are 3-dimensional with the components
of w,_ beingin first three entries of the row L of Table 4 , etc. The solution is aso 3

dimensiona and is given by w=(1.11, 1.001, 0.899). It clear that by construction vector w
satisfied the multiplicative normalization. The optimal choice in this case is high school A,

with w,/w, =1.11.
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w A B C O

L 0.55 2.08 0.87 0.32
F 1 1 1 0.14
S 171 034 171 0.03
Vv 3.98 0.28 0.89 0.12
C 0.79 1.59 0.79 0.24
M 2.88 0.38 0.91 0.15

Table 4.

4. Concluding remarks

In this note we compared two solution approaches to the AHP problem. We emphasized
that a number of authors provided many arguments against using the eigenvector as a solution
of the AHP problem. The eigenvector can lead to a wrong solution because it violates basic
sense of consistency. Generalization of the eigenvector method can lead to nonuniqueness,
which produces different solutions depending on whether one uses the right or left
eigenvector.

The aternative solution obtained by the geometric mean eiminates these shortages.
Besides the geometric mean can be derived by severad approaches. We point out here
derivations of the geometric mean as the solution of the optimization problems (5) and (6).
These approaches also allow interpretations of the dual solutions. It will aso interesting to
compare solutions of the AHP problem obtained from these optimization problems with

previous solutions.
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Date of Speculative Attack-Crises of Exchange Rates

Ivanicova Zlatica, University of Economics Bratislava

A fundamental proposition of the open economy macroeconomics is that viability of a
fixed exchange rate regime requires maintaining long-run consistency between monetary,
fiscal and exchange rate policies. Excessive domestic credit growth leads to a gradual loss of
foreign reserves and ultimately to an abandonment of the fixed exchange rate. The central
bank is enable of defending the parity any longer.

In paper, Krugman (1979) showed that under a fixed exchange rate regime domestic
credit creation in excess of money demand growth leads to a sudden speculative attack against
the currency that forces the abandonment of the fixed exchange rate and the aloption of a
flexible rate regimes.

During the year 1998 the Slovak currency was overvalue, the purchasing power parity
and interest rate parity, respectively did not valid. In August 1998 reserves of the foreign
currencies in the Slovak National Bank fall to the lower bound. The result was the devaluation
of the currency and from the October 1998 the fixed exchange rate was changed to the
flexible one.

Over past year, a large theoretical approaches has focused on the short- and long-run
consequences of incompatible macroeconomics policies for the balance of payments of a
small open economy in which agents are able to anticipate future decision by policymakers.

In our paper we present a single-good full employment small open economy model
that specifies the basic theoretical framework used for analyzing balance of payments crises.
The model provides an explicit calculation of the time of occurrence of the crisis by assuming
that the exchange rate in the post-collapse regime is allowed to float permanently.

A mode of asmall open economy

Consider a small open economy whose residents consume a single tradable good.
Domestic supply of the good is exogenous, and its foreign-currency price is fixed. The
domestic-price level is equal, through a purchasing power parity condition, to the nominal
exchange rate. Agents hold three categories of assets: domestic money (which is not held
abroad) and domestic and foreign bonds, which are perfectly substitutable. There are no

private banks, so that the money stocks is equal to the sum of domestic credit issued by the
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central bank and the domestic-currency value of foreign reserves held by the central bank.
Foreign reserves earn no interest, and domestic credit expands at a constant growth rate,
agents are endowed with perfect foresight.

The modd is defined by the following set of equations:

m-p=jy-ai j,a>0 D
m =gDi+ (1- 9 R O0<g<1 )
Df =m m> 0 3
Pt =& 4
i =0 +é )

Where:m;  isthe nominal money stock,

D: Is domestic credit,

R is the domestic currency value of foreign reserves held by the central bank,

& is the spot exchange rate,

isthe price levd,

y iS exogenous output,

I* is the foreign interest rate (assumed constant),

It is the domestic interest rate.

All variables except interest rates are measured in logarithms.

Equation (1) defines relation between the real demand for money and the domestic
interest rate. Equation (2) denotes a logarithm-linear approximation of the money stock as the
stock of reserves and domestic credit. The money stocks grow at the rate m equation (3).
Equations (4) and (5) relate, respectively, purchasing power parity and uncovered interest rate
parity.

Assumethatd =] y- ai and combining equations (1), (4) and (5) yields

m- & =d- ag, d>0. (6)
Under afixed nominal exchange rate regime, e = eand &’ = 0 so that

m- e =d, (6)
which indicates thet the central bank accommodates any change in domestic money demand
through the purchase or sale of foreign reserves to the public. Using equation (2) and (6')
yields
and using (3)

_d+e-P

e ©
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. m _1-g
R=- q’ q g (8)
Equation (8) indicates that if domestic credit expansion is excessive, reserves are run down at
the rate proportional to the rate of credit expansion. Any finite stock of foreign reserves will
therefore be exhausted in finite of time.

Suppose that the central bank announces at time t that it will stop defending the
current fixed exchange rate after reserves reach a low bound Rp, a which point it will
withdraw from the foreign exchange market and alow the exchange rate to float freely. With
a podsitive rate of domestic credit growth, rational agents will anticipate that withou
speculation reserves will eventually fall to the lower bound (zero) and will foresee therefore
the ultimate collapse of the system. To avoid losses at the time of collapse, speculators will
force a crisis before this point is reached. Then problem is to determine the exact moment at
which the fixed exchange rate regime is abandoned or, equivalently, the time of transition to a
floating rate regime.

The shadow floating exchange rate

The shadow floating rate is the exchange rate that would achieve if reserves had fallen
to minimum level and the exchange rate were allowed to float freely. From this point of view,
the time of collapse is found at the point where the shadow floating rate, which reflects
market fundamentals, is equa to the prevailing fixed rate. If depreciated fixed exchange rate
exceeds the shadow-floating rate, the fixed rate is not viable.

In equilibrium, under perfect foresight, agents can never expect a discrete jump in the
level of the exchange rate since a jump would provide them with profitable arbitrage
opportunities. If the shadow floating rate falls below the prevailing fixed rate, speculators
would not profit from purchasing the government’s reserves stock and precipitating the
adoption of a floating rate regime, since they would experience an instantaneous capital 10ss
on their purchases. Symmetrically, if the shadow-floating rate is above the fixed rate,
speculators would experience an instantaneous capital gain. Competition of the speculators
eliminate such opportunities and their behaviour leads to an equilibrium attack, which
incorporates the arbitrage condition that the pre-attack fixed rate should equa the post-attack
floating rate.
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The shadows floating exchange rate is achieved through following considerations:
1. Thefloating exchange rate is equal
& = ko +kim, 9)
where ko and k; are undetermined parameters.
2. Nominal level stock, when reserves reach their lower level Ry, is equal
my = gDt + (1- g) Ro, and under floating rate regime my = gD where D' = m
From this equations yields
et' = ki gm (10)
In the post-collapse regime, therefore, the exchange rate depreciates steadily and
proportionally to the rate of growth of domestic credit. Substituting (10) in (6) yields, with
d=0 for smplicity,
a=m+ak gm (11)
Comparing equation (11) and (9) yields
k=agm k=1
From equation (3), D; = Do + nt. Using the definition of m; given above and substituting in
equation (11) yields
a=9g([Do+am+ (1- g R+ gn. (12)

Date of speculative attack
The fixed exchange rate regime collapses when the prevailing parity e equals the shadow
floating rate & . From (12) the exact time of collapse T is obtained by setting e = g, to that

T:e- g:)o'(l' g)RD_

am

a

or, since from equation (2) and (6') e= - gDg + (1 - g)Ry,

T:q(RD-RD)_a (13)
m
where Ry denotes the initial stock of reserves.

Equation (13) indicates that, the higher the initial stock of reserves is, the lower the
critical level, or the lower the rate of credit expansion is, the longer it will take before the

collapse occurs. Without speculation, a=0 and the collapse occurs when reserves are run
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down to the minimum level. Setting a=0 in equation (13) yields the time of "natura
collapse’. The interest rate elasticity of money demand determines the size of the downward
shift in money demand and reserves that takes place when the fixed exchange rate regime
collapses and the nomina interest rate jumps to reflect an expected depreciation of the
domestic currency. The larger a is, the earlier is the crisis.

The analysis therefore implies that the speculative attack aways occurs before the
central bank would have reached the minimum level of reservesin the absence of speculation.
To determine the stock of reserves just before ate attack (Th - marginal) use equation (7) to
obtain, with d=0,

e-

Pn 1o T,

R °lmR =

where D, = Dg + nTh, so that

_e-g(D, +nTh)

Ry, (14)
1-9
Using equation (13) yields
e-gDo=gn(Th+a)+ (1- gRo. (15)
Combining (14) and (15) finally yields
Rrn= RD+na/q (16)
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M S Excel based system for multicriteria evaluation of alternatives

Josef Jablonsky, Pavel Urban
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1 Introduction

Multicriteria evaluation of alternatives belongs among the basic decision problems of
multicriteria decision making with very large possibilities of real applications (evaluation of
investment alternatives, evaluation of credibility of bank clients, rating of companies,
consumer goods evaluation and many others). The theory of multicriteria evaluation of
aternatives is very good established and there are available many different methods for this
kind of problems. From the decisson maker's point of view the wider utilisation of
multicriteria evaluation techniques depends on the availability of the powerful and user-
friendly oriented software tools. The paper describes ssimple application for multicriteria
evauation of alternatives developed under MS Excel environment as standard add-in
application written in Visual Basic for Application (VBA). The name of the system is
SANNA (System for ANalysis of Alternatives).

The multicriteria evaluation of alternatives problem is usually defined by criterion matrix

as follows:
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where X1, Xo, ..., X, isthe set of n dternatives to be evaluated by k criteria Yy, Yo, ..., Yk and
yi, 1=1,2,...,n, j=1,2,...k is the criterion value of the aternative X; with respect to its
evaluation by criterion Y. The criterion values are the basic input values for solving
multicriteria evaluation of aternatives problems.

Multicriteria decision problems must always be solved with respect to the final objective of

the evaluation. The objective of the evaluation can influence the selection of the solving
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technique and information that must be specified before or during the evaluation process. The

basic objectives of the evaluation of alternatives are:

selection of the “best” aternative,

complete ranking of alternatives,

classification of the alternatives (splitting of the aternatives into several classes, e.g. ABC
analysis),

selection of the subset of “good” aternatives.

The SANNA system does not contain an expert system that could help to decision makers to
select the best solution technique for solving their problems depending on the objectives of
the evaluation. However, the evaluation methods containing in the SANNA system belong
among the standard and most often used techniques and can usually be used in most cases.

All the decision methods supported by SANNA system expect the knowledge of the
information about the decision maker’ s preferences of the criteriain the quantified form. This
means that the decision maker must input the weights of the criteria — wi, We, ..., W.. The
specification of the weights is facilitated by the specia module of SANNA that helps to
estimate the weights by simple well-known methods.

2 General structureof theapplication

SANNA is the standard MS Excel add-in application. After the user opens this application
the new SANNA menu item is added into the basic Excel menu bar. Simultaneously the
SANNA toolbar with buttons for easy working with the application is opened (see Fig. 2).
The structure of the SANNA menu corresponds to the structure of the application. The
SANNA system consists of five basic modules plus simple help tool (each module

corresponds to one item of SANNA menu):

1. Data management module.
SANNA works with standard .xIs worksheets. Input data information of the decision
problem with the criterion matrix is placed in this worksheet in the sheet named “data’.
Data management module either opens new data sheet (if does not already exists) based on
specification of the basic parameters of the problem (the number of alternatives and
criteria) or deals with the current data sheet. The basic functions for dealing with the
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current data set are adding of the new alternative or criteria or removing the alternative or
criteria marked by the active cell of the sheet.

2. Non-dominance filter.

This module makes it possible to test the nondominance of alternatives in the current data
set. The alternatives are marked according to the results of the test as dominated or non-
dominated. Another feature of the module is the posshility to remove the dominated

aternatives from the data set. The removing of dominated alternatives is non-reversible.
3. Estimation of weights module.

The decision maker can specify the weights of the criteria either directly by their setting in
the data sheet or by means of three simple well-known methods supported by estimation of

weights module. The decision maker can use the following techniques:

- scale method (weights are set in any numerical scale and normalised),

- Fuller method (based on paired comparisons of the criteria and selection one of the
following: one of the criteria is more important or both the criteria are equally
important),

- AHP (based on the standard Saaty’s scale) — uses either eigenvector calculation or
logarithmic least square method (approximation of the eigenvector); the consistence of
the comparison matrix is checked.

The estimation weights module contains the function that transmits the weights calculated

by above mentioned methods into the data sheet and the function than graphically presents

the weights.

4. Methods for multicriteria evaluation of alter natives.

The current version of the SANNA system supports five basic methods for multicriteria
evaluation of dternatives (WSA, TOPSIS, ELECTRE |, PROMETHEE I, Il and
MAPPAC). All the methods need the knowledge of the weights of the criteria. ELECTRE
and PROMETHEE class methods require specification of some additional parameters. A

brief characteristics of the available methods is following:

WA

The WSA method is based on linear utility function. This method computes the global
utility of the aternatives as the weighted sum of normalised criterion values. The method

provides complete ranking of alternatives according to their global utilities.
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TOPSS

The TOPSIS method is based on the computation of globa utilities of alternatives
according to their closeness to the ideal criteria values and distance from the nadir criteria
values. Analogous to the WSA the TOPSIS method provides complete ranking of

aternatives according to their global utilities.

ELECTRE |
The basic output of the ELECTRE | method is the split of the set of alternatives into two

digoint subsets of efficient and inefficient aternatives. Except the criterion matrix and
weights of the criteria the user must specify a concordance and discordance thresholds. The
final result of the evaluation (subset of efficient and inefficient alternatives) is often very
sensitive on the above mentioned thresholds. The user can repeat the calculation with

different sets of thresholds and compare the results.

PROMETHEE | and I

The PROMETHEE methods need the knowledge of criterion metrix, weights of the criteria
and preference functions of criteria with their parameters for measuring the strength of the
preference of the pairs of alternatives with respect to the given criterion. SANNA uses the
same types of preference functions as proposed by authors of the method in [1].
PROMETHEE | method provides partial ranking of alternatives, PROMETHEE Il method
offers complete ranking according to the net flow values.

MAPPAC
The MAPPAC method works with the criterion matrix and weights of the criteria only.

The method splits the aternatives into several preference groups. The evaluation of
aternatives by this method can be very long for problems with severa tens of alternatives

comparing to other supported approaches.

5. Report wizard.

The successfully completed evaluation by any of the methods adds a new sheet into the
active worksheet with basic information about the results. By report wizard the user of the

application can build his own output sheet with the results in the user-defined form. The
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user selects required items for the report from the set of items associated to the current
method (including simple graph presentations of results). The basic window of the report
definition for TOPSIS method is presented on Fig. 3.

6. Help.

SANNA contains simple help window that can be activated from the SANNA menu or by
the appropriated button on the SANNA toolbar.

3 Usingtheapplication

The application can solve multicriteria decision problems with maximum 100 alternatives
and 50 evaluation criteria. Typical sequence of steps in processing a decision problem by
SANNA is asfollows:

1. Building the new data set. The user works with any existing spreadsheet file and calls the
command Data-New data set. This command displays the dialogue window Parameters of
the problem (Fig. 1) and the user must specify number of alternatives and criteria. Then a
new sheet “data’ containing the table for input/edit of the problem is added into the active
worksheet. The “data” sheet for a problem with 6 aternatives and criteriais presented on
Fig.2. Except the basic form of the “data’ sheet fig.2 shows the basic menu of SANNA and
its set is control buttons. Once the worksheet with the “data” sheet is created it can be
saved and used a any time.

Parameters of the problem Ed
# of alternatives: #of criteria:

[e = [o =
Cik. | Cancel |

Fig. 1 —SANNA — Specification of parameters of the problem.

2. Test of non-dominance of the set of alternatives and possibly reduction of the set of
aternatives by removing of dominated ones.
3. The weights of criteria can be inserted either directly into the “data’ sheet or by means of

one of the available methods. The results of calculation of weights are placed into new
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sheet that is added in to the worksheet (this sheet is named in accordance with the name of
the method used). After the weights are calculated they can be transmitted into the “data’
sheet by command Weights-Apply weights For this command the sheet with results of
weights calculation must be active. Weights contained in the “data’ sheet are used as

inputs for al of the available multicriteria evaluation methods.
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Fig. 2— SANNA — Data sheet.

4. Application of any of the available multicriteria evaluation methods. WSA, TOPSIS and
MAPPAC methods need the knowledge of weights of criteria only. In addition ELECTRE
| requires specification of concordance and discordance thresholds and PROMETHEE
method need input of types of preference functions and their parameters. The basic results

of calculations are placed in new sheets named according to the appropriate method.

5. By the command Report wizard the report definition window is displayed and the user can
define the form of the created report. The standard form of the report definition window is
presented on Fig.3 (the example is for PROMETHEE method). Before the Report wizard is
activated any sheet with results of the evaluation must be active. The created report is
placed into the new separate sheet.
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Report definition X
Mat included in the report; Included in the repart:
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Fig. 3—SANNA — Report wizard.

The advantage of SANNA consists in the possibility to solve one problem (defined in the
“data’ sheet) by severa methods or by one method by using several weights vectors. All the
results for one problem are placed into separate sheets of the active worksheet and in this way
they can be very smply compared. SANNA is building in user-friendly MS Excel
environment. That is why it can be used without problems on all computers (with Excel) and
no special installation is required.

The time of evaluation of a multicriteria decision problem of the limiting size (100
alternatives and 50 criteria) by all the methods except MAPPAC is in seconds (several tens of
seconds for PROMETHEE class methods). For the MAPPAC method the same time in in
several minutes. Naturally the time depends on the computer performance — the presented
values hold for PI11/450MHz.

SANNA is created as the modular system. That is why it should not be difficult to extend

its possibilities e.g. by adding new methods for multicriteria evaluation or improving outputs

(graphical presentation of results). It will be our effort in the future.
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1. Introduction

When an adminigration system of aregion is changed, a repartition of the region to subregions
is performed. The repartition is usualy accompanied by location of subregion centres. These both
activities, the location and subregion forming, have direct impact on public service accesshility.
Conddering the fact that public services are located in a centre of subregion, the accessibility can be
eadly evauaed as an average distance of a subregion inhabitant from the subregion centre. This
parameter is possible to compute for the whole region, when a centre location and a dwelling place
assignment to the individua subregions is known. Furthermore, it is possble to formulate an
asociated model of mathematica programming and to solve the problem of optima centre location
and optima assgnment exactly. However the above quantified accessibility does not cover the whole
quality of the region partitioning, because it has dso some economica aspects. These aspects do not
enable to create arbitrary number of subregions nor to locate a subregion centre at arbitrary place.
Thisis the reason, why number p of subregionsand list | of possble centre locations are given in the
above mentioned problem. But not even this inputs let us express the fact that the possible locations
differ in infrastructure and other equipment necessary for the location of a subregion centre. To
evaduate the cost of the missng equipment is very hard task and furthermore it would be very
intricated to express the accessihility in the same financia units. That iswhy the lack of equipment in
the individud possible locationsis estimated by experts usng some weights. These estimated weights
however must be taken as uncertain vaues. In the following sections we show an gpproach based
on the theory of fuzzy sets, which enables us to handle the uncertainty in this location and region
partitioning problem.

2. Classical approach to region partitioning

The classica approach [1] darts from the presumption that there are known fixed charges fi,
which express the lack of equipment a a possible centre location il 1. The public service accessibility
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is evaluated with costs ¢; = di;b; for dwelling place jT J and possible centre location il | where, dj;
denotes the distance between places i and j and by is number of inhabitants of dwelling place j.
Having introduced 0-1 varidbles y; T {0,1}for each il |, which describe the decision if acentreis or
is not located at place i and varigbles x;; T {0,1} for each pair i, j, il I, j1 J, which assign dwelling

place j to centre location i, we can set the following modd of the totd accessibility maximization with

regard to the weights.
minimize a4 fiyv+3d a ox 1)
i it
subjectto § x; =1 for jT J 2
il
Xii £ Vi foril landjl J (3)
a viEp (4)

In this modd, condraints (2) ensure that each dwelling place must be assigned to exactly one
subregion and congtraints (3) force placement of a centre at location i whenever a dwelling placeis
assigned to centre location i. Condtraint (4) ensures that the total number of the placed centres does
not exceed the given number p.

The problem (1)-(3) is known as the uncapacitated location problem and it can be effectively
solved making use of implementation of the branch and bound method with Erlenkotter's lower
bounding [2]. Computation behaviour of the technique was broadly examined in [5] and it was
shown that this gpproach is able to manage large Sze problems of practice. The whole problem (1) -
(4) can be easlly transformed to (1) - (3) using Lagrangean relaxation for the congraint (4) and usng
agorithm from [4].

When uncertainty of the coefficients f; is taken into account, sendtivity andyss is usudly
performed. Due the large Sze of problem it is impossble to investigate dependence of the optima
result on a change of each coefficient. That is why the coefficients are smultaneoudy changed. The
fixed charges are modified according to the termsf; = a f; for il 1. The parameter a is changed over
an interva with some finite step. A sequence of optimal results is obtained this way and influence of
uncertainty on region partitioning and subregion centres location can be sudied.
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3. Fuzzy approach to theregion partitioning

In the theory of fuzzy sets [7] an
Fig. 1 uncertain value is described by so caled

1 triangular fuzzy number. When triangular
form of fuzzy numbers is used, then
uncertain vaue c is described by triple <

0

i . ¢!, & ¢ and the membership function
ct ¢ ¢C
in Fig. 1 describes power of assertion
that avaue belongsto c.

Fuzzy numbers can be added, subtracted, multiplied and divided. When coefficients ¢; of an
objectivefunction F = ¢;X; + CX; +...+CrX,, @efuzzy numbers, then vaue of the objective function
is dso atriangular fuzzy number for a given st of variable vaues. This fuzzy number can be written

as
F(x) = <F 'x), F x), F *(x)> =

Fig. 2 <Jé:1 C; X, ,jé:lcjzxj ,él X, >
1 To evduate power of vaue
h / membership, a tem cdled,levd of
0 / \ satisfaction” s introduced. It is sad that

F f 2 F value f belongs to fuzzy number F & level
of satisfaction h if membership function of
the fuzzy number F has vaue greater or equal to h for argument f (see Fig. 2).

So the minimal vaue of F(x) at leve of satisfactionh is F*(x) + (F%(x)-F(x))h. Standard way of
mathematical problem solution with fuzzy coefficients congdts in previoudy defining desired leve of
sdtisfaction h™ and in standard linear programming problem solution, which objective function f(x) is
gven by the following term [7].

f(x) = é;[(h* - 1)ct +h*CJ.2]x]. (5)
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Credibility of the associated result of

Fig. 3 this approach depends on expert’'s

1 experience in determining suitable leve of
............ stistaction.

N We suggested other approach [3]

i F’mx providing crigp vaues of the decison

variables. The approach is based on fuzzy
Fig. 4
set F, which expressesthat ,vaue of F is

amdl* with membership function shown in

.
.,
‘o
.
.
.,
e,
Lo

Fig. 3, whee F™ and F™ denote

minma vdues of F(x) and F*X)

respectively over set of feasible solutions.
In our approach we search for feasible
solution x”, for which membership function
of fuzzy st ,, F(x)andF¢* obtains maxima vaue h (see Fig. 4).
The maximd vaue h of membership function of fuzzy set F(x)andF for agiven x hasto satisfy
following equality F*(x)+ (F%(x)-F*(x))h=F™-(F™-F™")h in the cases when F*(x)EF™ holds and
in the opposite cases h can be set to zero. For the former case we get

_ F™- FY(x)
Ly PN L ©)

and we seek for X meximizing h(x), wheat is a non-linear programming problem. The approximate

solution of the problem can be obtained by the following numerica process.

(i) Setha aninitid pogtive vaue near zero.

(i) Minimize following objective function F1(x)+(F%(x)-F*(x))h over set of feasible x and denote
X(h) asthe associated optima solution.

(iif) Compute h(x(h)) according to (6).

(iv) If i h-h(x"(h)) i < e then stop else set h=h(x"(h)) and go to (ii).

4. An estimation of the city weights
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In generd, it is dmost unsolvable problem to determine the weights so that they express the city
inconvenience for subregion centre location and do not suppress vaue of the accessibility. However
we try to establish severd useful rules how to determine an interva for the weights not to harm the
objective function. The resulting vaue of the Lagrangean multiplier introduced for condraint (4) inthe
problem (1) - (4) with zero charges f; may be used as an upper bound on these weights. If greater
values are used, then the optima solution (1) -(4) could contain less subregions than p. Asan generd
lower bound on the weights once again a resulting vaue of the Lagrangean multiplier can be used,
but this time it should be obtained from the problem where p+ 1 subregions are formed. Thisway we
can get upper and lower bound on the weights. Having determined this basic interval <f*, 3> for
the weights, two types of the fuzzy weights can be introduced. The first type of fuzzy weight <f* ",
f 2> may serve as aweight of acity, which used to be a centre and is well equipped for new centre
location without any additiona investment. In this case, vaue f * is placed approximately in the first
third of interval. The second type of fuzzy weight <f* ,f {, f 3> isused to appreciate unsatisfactory
equipped cities. In this case, vaue f " is chosen from the third third of theinterval. Theindividud city
weight of the both types may by modified in accordance to some parameter of a city. One of the
relevant city parameter could be number n of city inhabitants. Then the above mentioned weights can
take form of <f 1, f 3 -(f 3 -f "YAN/Nmey), £ > or theformof <f 1, f 2 -(f 2 -f YA/, T >>
respectively, where npx denotes number of inhabitants of the most populated city of the region.

5. Numerical experiments

Numerica experiments were focused on computationd time consumption of the agorithm (i) -
(iv). To test the dgorithm on red szed region, road network of whole Slovak Republic was used.
The network has semieuclidean form [6] and the associated data were taken from [2]. There was
extracted capital Bratidava and its surroundings from the network. After this operation the network
had 2889 dwelling places. The sat of possible locations | was formed of seventy centres of current
digtricts. In the experiments, there was studied the case, when Sovak Republic should be
decomposed into twelve counties including one county formed by Bratidava and its surroundings. It
means that during our experiments was value of p set at 11. To congtruct the weights of the seventy
cities, set | was gplit to two subsets. The first subset was crested of seven cities - centres of the
current counties and the second set included the rest of set |.
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Thebasicinterva <f*, f*> was obtained from the experiments made in [4] and it was found
that Lagrangean multiplier f 3 for p=11 took value 90000 and multiplier f* for p = 12 took value
73000. Theinitid vauesof % and f “ were 79000 and 84000 respectively. It was found that within
conddered st of cities| the maxima number of inhabitants was Ny = 125348. Theindividud ity
weights were determined in accordance to the terms designed in section 4. There were performed
sx expeiments for different initia vauesf ", which was changed from 79000 to 84000 with step
1000. The results are summarized in table 1, where d” denotes an optimal value of the bility, t
isthe total computationa timein seconds, F (X" )=<F }(x"), F2(x"), F ¥(x")> denotes fuzzy objective
function value of resulting solution X” and h™ denotes resulting value of satisfaction level. In addition
F™" and F™ denote values of objective function vaue for the cases, where dl weights are set at f*
or f 3 respectively. There was claimed that in our case F™" = 2224397and F™ = 2411397. Letter i in

Tab. 1 denotes number of iteration of agorithm (i) - (iv).

Tab. 1

fv 79000 80000 81000 82000 83000 84000
d [k 28.85 28.85 28.85 28.85 28.85 28.85
t[g 115 102 88 71 111 67
F{(x) 2224397 2224397 2224397 2224397 2224397 2224397
F2(x) 2351466 2354909 2358352 2361795 2365237 2368679
F3(x") 2411397 2411397 2411397 2411397 2411397 2411397
i 2 2 2 2 2 2
h' 0.6 0.59 0.58 0.58 0.57 0.56

In dl experiments the centres of subregions were set at the same places, which were Trnava, Nové
Zamky, Banovce nad Bebravou, Zilina, Zvolen, Poprad, Rimavska Sobota, KoSce - Staré Mesto,

PreSov, Michaovee and Dolny Kubin.

6. Conclusons

It was found that suggested dgorithm can handle large problems of described type in asengbletime,
Furthermore, it follows from the reported experiments that the location are stable with respect to
changing weight f . The absence of the three cities which represent former county centresin the list
of thelocation may be caused by their unsatisfactory high weights or by their unsuitable location.
The possible repartition of Sovak Republic exduding county Bratidavais shownin Fig. 5 for f*
=79000.
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Stochastic Programming Approach to Multiobjective Optimization Problems

with Random Element
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1. Introduction

It happens rather often that it is suitable or even necessary to evaluate simultaneously an
economic process by a few objective functions. If, moreover, there exist a random element
and a “parameter” (not determined completely but whose value must only fulfil some
conditions), then such situation usually leads (from the mathematical point of view) to a
multiobjective optimization problem with a random factor. We introduce this type of

problems in a rather general form as the following problem.

Find
ming(x,x), i = 12,....1; (1.2
subject to
x 1 X suchtha g (xx)£ 0,i =1, +1,...,1, (1.2)
where g,(x,2), i = 1...,,| arerea-valued functions definedon E,  E;x =x(w) isan s

dimensional random vector defined on a probability space (W,S,P); X1 E, is a
nonempty set. ( E,, n 3 1 denotesn-dimensional Euclidean space.)
If the solution x can depend on the random element x realization, then (1.1), (1.2) is

the problem of deterministic multiobjective optimization. If it has to be determined without
knowing the random element redlization, then at first some deterministic decision rule must
be selected, i.e. a deterministic optimization problem must be assigned to the origina problem
with the random element. To this end the theory of the stochastic programming can be
employed (for details see e.g. [6]). The new problem (obtained by this approach) depends on
the “underlying” distribution function F* (>) corresponding to the random element x and on

some additional new parameters. The aim of the contribution is to investigate its stability with
respect to the distribution functions space. To achieve new stability assertions we employ the
results of [1], [4] and [5]. In the literature, the stability of the multiobjective stochastic
programming problems were already investigated (see e.g. [2], [3], [8]).

1 Thisresearch was supported by the Grant Agency of the Czech Republic under Grants 402/98/0742 and
402/99/1136
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2. Stochastic Programming Approach
To analyse the original problem (1.1), (1.2) we follow the philosophy employed in [6]. To this
end let us assume.
A.l. Itis“reasonable’ to prefer afew of the objective functions, say
g(xx),i=21.,L,1E LE |,
A.2. there exist rea-valued constants k; .,,...,k, such that fulfilling of the relations
g(xx) £k, i =L, +1...,1, is“very’ acceptable, (2.2)
A.3. the assumptions A.1 and A.2 can reduce (in the above mentioned sense) the
multiobjective problem introduced by the relations (1.1) and (1.2) to
a. the multiobjective optimization problem:
Find
min g (X, X), i =12,....I, over {x1 X:§(x,x) £0, =1+, (2.2

b. one -objective optimization problem:

Find
|
minéz_ l.g(x, x) over {xT X:g,(x,x)£0, i=I,+1.., 1} (2.3
|=lA g
with I, T {(01), i =1..1,, gl =1.
i=1
g,(x2), i = 1,+1,...,| aredefined by therelations
g(x,2 = g(x2 -k, i =L+1..,1,xT E, z1E, (2.4
g(x 2 = g(x,2), i=1+1..,1, xT E, z1E, '

The problem (2.2) is a multiobjective optimization problem with the random element that tries
to guarantee the “acceptable’ criteria value for i = I,+1,...,1, aswell as the fulfilling of the
constraints with random elements while (2.3) is one-objective optimization problem that tries
to guarantee the same value of “unicluded” criteria and the constraints.

Evidently, under conditions A.1, A.2 and A.3a usually the following multiobjective
deterministic problem can be considered.
P.1. Find

irf {E,. 0,00x) [ X1 X, @)hi=1...1, (25)

with

i=l,+1 ! . (2.6)
X', (@) ={xT X:P_{g (xx) £0}3 ai},i =1, +1,...,1
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P.2. Find
i E. g (xx)| xT X @)hi=1..1, (2.7)
with
X (@)={xT X:P.{a,(xx)£0i=1,+1...1}3 a}, (2.8)
eT:(a,zﬂ,...,a,),aiT 01 =1,+1..laTl )01, P.()E. denote the probability measure

and mathematical expectation corresponding to F* (3. If A.3a can be replaced by A.3b, then

the following one -objective deterministic optimization problems can be (very often)

considered.
l. Find
ok NN
inf {E_.alg (x,x)|x| Xy (a )Z) (2.9)
| i=1
Il. Find
- | .
infiEFxé g (x)xT X, (a)g (2.10)
| i=1

The problems | and 11 are well -known from the stochastic programming literature (see

eg. [7]). To solve exactly the problems P.1, P.2, | and Il the complete information about

P. (>) must be known. Evidently, this assumption is fulfilled in the red -life situations very

seldom. According to these facts, the investigation of the stability with respect to the
“measure parameter” is very suitable. To this end we restrict to the case when

B.1. s31- 1, and, moreover, there exist continuous functions h. (x),i =1, +1,...,I suchthat
g,(x,2)=h(x)- zi=1,+1..I1x1 E,.z=(z,...2.) E.. (2.11)
We define the quantiles k_, (@, ), the multifunctions K;(z )i =1, +1,...,1,K(2), K(k,k @))

K= (Ko kb (@) = &, @)k (@, )2 by the relations

K (ai) :wp{zi : P,:x{zi £Xi} 3 ai}'

K 6)=b0 x:n(E2bRE)= NR(E) 1)
gﬂlK T +k. ai))z §=,|+1Ki(ka (ai))g

F*(¥,i =1,..., s denote one —dimensional marginals corresponding to F* (§. We shall
introduce the following assumption.
B2 K(2),K(z9 are nonempty sets, d >0 and, moreover, there exists a constant C> 0
such that
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DK (2), K(29) £ Cz- 24 Jz- 2¢= (éa (z, - 2072
z=(z,...,z,) z¢=(z8....zQsuch that z 1 Z,,i =1, +l
Z, j:g( )k - 2d ke @)+ +2d)|-| +1,.. ,|, (2.14)

k. @)- 2d k. (a )+2d),|:|1+1...,.

3. Some Definitions and Auxiliary Assertions
A multiobjective deterministic optimization problem can be defined as the problem.
Find
min f, (x)i =1,...,rsubjectto xI K. (3.1)

f,(x)i =1...,r arerea -vaued functionsdefinedon E,,K 1 E, isanonempty set.

Definition 1. The vector X is an efficient solution of the problem (3.1) if and only if there
existsno x1 Ksuchthat f,(x)£ f,(x for i =1,..,r and such that for at least one i, one has
f. (x)<f, (x°).

Definition 2. The vector x* isaproperly efficient solution of the multiobjective optimization
problem (3.1) if and only if it is efficient and if there existssascalar M > 0  such that for
each i and each xI K satisfying f,(x)< f, (x) there exists at least one j such that

fj(x*)<fj(x ) and

fix )- f __
) '(X*) £EM. 32)
filx)- 1)
Proposition 1. [1] Let K be convex set and let f, () 1,...,r beconvex functions on K. Then
x° isaproperly efficient solution of the problem (3.1) if and only if x° isoptimal in
mna | f(xforsome I,,...1, >0Q 1, =
XK = i=1

To recall auxiliary assertions on the stability of one-objective stochastic programming
problems we define functions F,(2),F(z.F,(z)F"(z)i=1..s2=(z,..2)1 E,,
d >0 and thesets G, X by therelations

Fl0)=F () 5t P12 gg
e
&

d _rx i . | 9[“
F (Z)_F (Z)+23+ z¢B 24 % 2%

(3.3)
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F (Zi ) =F (Zi - d)’ Fe (Zi ) =F (Zi + d)’ (34)
G, :{yT E,:y, =E_.0, (x,x), j =1.....1,for some x1 X, @)y= (yl,...,ylz)}
X. ={xI X, :xisaproperly efficdent point of the problem P.1}.
Z[z,d] :{z(ﬁ E,: 28 )z,z +d)ji=12..s52= (z,....2,), z8= (ziﬂ;...,zg:)}, (3.5)

B(zd) denotesthed - neighbourhood of the point zi Z, .

If wereplacein (3.5) F* (¥ by someanother s- dimensional distribution function G(§, then

we obtainthe sets G, X, instead of the origind G, X .

Proposition 2. [5] Let a1 (01),i=1, +1,..,1,d,e:>0. Let, moreover, X be anonempty,

compact set. If
1. g(x) isared -valued, Lipschitz function on X with the Lipschitz constant L,

2. G(2) isanarbitrary s-dimensional distribution function such that its one-dimensional

marginal distribution functions G,(z )i =1, +1,...,1 fulfil the relation

G/(2)1 F(2)F @)z T ke ,)-d- ek (@)+d +e),

3. the assumptions B.1, B.2 are fulfilled, then

min 9(x)- min 9(x) £ CL,sd.

X X (T) X X ()

Proposition 3. [4] Let d >0,X 1 E, be nonempty, compact set. If

1 gl(x,z)isauniformly continuouson X~ E_ and, simultaneoudly, for every x1 X a

Lipschitz functionon Z_, (sd) with the Lipschitz constant L,

2. G(2 isanarbitrary |-dimensiona distribution function such that
G(2)1 >Fd (z),Fd(z)<,zT E.,
3.forevery xI X thereexistsfinite E_, g,(xx),E¢g,(xx), then
irf E_g, (xx)- irf E,g, (xx) £4Lsd.

Z_. (e).e >0 denotesthe e- neighbourhood of the support Z_, of P., (.

4. Main Results

To introduce the main results let us assume
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.

B.3 forevery xI X thereexist finite E_, g, (x,x), Egg, (xx),i =1,..
Theorem 1. Let a, 1 (0,1)i =1, +1...,1,d,e >0,X beacompact set. If

1. g (x2)i=1..,1, areLipschitz functionson X " Z.(sd) with the Lipschitz constants
L,
2. G(2) isan arbitrary sdimensional distribution function such that
G(2)1 )F, (z) F d(z)< zl E,and smultaneo udy
G(z)1 JFy(@)F @)z ke f)-d-eke (a)+d+e)i=l,+L..
3. theassumptions B.1, B.2 and B.3 are fulfilled, then
oG, .G, ] dc + =g L
D>} denotes the Hausdorff distance in the space of nonle:rlnpty, closed subsets of E, (for the
definition of the Hausdorff distance see e.g. [9]).
Theorem 2. Let a, 1 (0,1)i =1,2,...,1,,d,e > 0,X beacompact set. If
1. g (x2,i=1..1, ae
a Lipschitz functionsonX(e)” Z_. (e) with the Lipschitz constants L, ,

b. for every zi Z_, (e), convex functions.

2. thereexists j1 {l...,lz} suchthat g; (x, z) isastrongly convex function with a
parameter r on X,

3. G(2 isanarbitrary s-dimensiona distribution function such that
G(2)1 )F, (z) F"(z)< zl E,and smultaneo udy
G(z) > ).F'(z )<z| (Fi -d-ekgfa )+d+e),,i=|2+],...,l

4. h(x)j=1, +1,...,I are convex functionson X,

5. theassumptions B.1, B.2 and B.3 are fulfilled,

then [D[X., X, ] elc+ e = 1651

For definition strongly convex functi on_s seeeg. [3].

Sketch of the proofs. Employing the proofs technique of [5] we can see that the assertions
of Theorem 1 and Theorem 2 follow from the triangular inequality, the assertions of
Proposition 1, Proposiotion 2 and Proposition 3.
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5. Conclusion
In the paper we introduced stability results concerning the problem P.1. Evidently, the similar
results can be obtain for the problems P.2. However, to introduce the corresponding results is

over the possibility of this paper.
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ARE UNEMPLOYMENT SPELLSINDEPENDENT EVENTS?

Rui M enezes
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[. INTRODUCTION

Anayses of worker movement between severd employment statuses have received increasing &-
tention on the part of labour economists over the last two decades. In many studies, the theoretica
basis of andysds has a semi-Markov framework, and unemployment duration relies on data for sngle
gpells of unemployment [see, inter alia, Arulampaam and Stewart (1995), Bosworth (1992), and
Narendranathan and Stewart (1993)]. Typicaly, these studies have addressed the presence and sign
of gate duration dependence within unemployment [e.g. van den Berg and van Ours (1994)], but
cdams exig that other forms of state dependence may dso be of relevance [Heckman and Borjas
(1980)].

One problem associated with Markov renewa models concerns the assumption of independence
between multiple spells in and between states for the same person [Blanchard and Diamond (1990),
Theeuwes et al. (1990)]. This means that the length of the current spell in a state does not depend
on the occurrence and length of a previous spdl in any state, and every new spdl is treated as anew
observation. Such an assumption, however, may not be suitable in a number of Stuations. For exam+
ple, some workers, namely unemployed workers, may accept a stopgap job while sill searching for
a better dternative. If this job is temporary a second unemployment spell may follow, which is not
independent from the first spell; nor it is a possble second employment spell reatively to the first
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one. It is therefore important to account for the problem of nonindependent multiple spellsin one
date of the [abour market when analysing recurrent event models.

This paper is concerned with the andysis of binary recurrent events for unemployment, within a
framework that alows for time-varying explanaory variables and resdud heterogeneity. Binary re-
current events are outcomes (y;;) over time (t) for individuas or cases (i) that take values of 1 if the
event happens and O if it does not. A binary sequence of zeros and ones can thus be obtained for
each individua or case. The sequences may record an outcome of nterest, such as being unem-
ployed, at discrete, regular intervals.1 For instance, in collecting work-history data retrospectively,
one may be able to obtain monthly or weekly data on generd employment datus, but it is usudly
very difficult to know precisely the day of every employment status change. Moreover, thisisasm-
ple device to dlow for incorporation of time-varying covariates in the model as explanatory variables
[Chamberlain (1979)]. Time-varying covariates are variables that change value over time, eventualy
a regular intervas. Continuous-time duration models typicaly assume that explanatory variables do
not change between events. However, the breakdown of this assumption in conventional models can

lead to serious biasin parameter estimation [seg, e.g., Flinn and Heckman (1982)].

The remainder of the paper is organised as follows. In Section 11 we present the basic issues con-
cerning the moddling of recurrent events. This involves the use of sandard logit as well as some ex-
tensons. The next Section presents a short description of the data used to empiricaly estimate the
models. The data used here rely on a large-scade redundancy occurred a Michelin headquartersin
the UK in the mid eighties. Section 1V presents the results obtained from the empirica implementa
tion of the models. Three modd specifications were tested in order to learn the effect of standard
variables, as wel as time-varying and resdud heterogenety dfects. Findly, some concluding re-

marks are presented in Section V.

[I. MODELLING RECURRENT EVENTS

In many Stuations, sandard regresson models with farly atractive satisticad and computationd

properties provide effective and robust representations of the phenomena under analysis. Thisdlows
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the systematic variaion atributable to explanatory variables to be distinguished from the random
variation due to other effects. Typicaly, the assumption of a norma random error term is sufficient
for many purposes. However, the statistical modelling of recurrent events is complicated by the de-
pendence of current behaviour on past behaviour (feedback effect), time-varying exogenous vari-
ables (non-dationary) and the variation between ndividuas due to unmeasured and possbly im
measurable varigbles (residud heterogeneity). Ignoring any of these phenomena can result in seri-
oudy mideading conclusions about the others and the effects of explanatory variables included in the
modd variables [Davies and Pickles (1985)]. Our modelling of recurrent events will be based on the
well-known logit mode, where resduds are logistic-normaly distributed.

Consder for the moment a sequence of recurrent outcomes (y,,, Y,,,---) for individua or case i.

The smplest verson of the logit modd would then imply that the contribution to the likelihood by the

i™ individual or case and t" event, is given by
(b )g"
9% 105X = o (b, (1),

where X;; is a vector of explanatory variables and b is a vector of parameter estimates. For the

whole sequence of recurrent outcomes for individual or casei one has

_A (b, )y
_9 1+exp(b®,)

g((yil’in“')lb;)gt) (2),

where T; is the sequence length.

An dternative formulation of the modd just outlined includes an explicit representation of the effect
of omitted variables, i.e., a case-specific random error term. This random effects mode is known as
aresdud or internd heterogeneity [Allison (1987)] formulation of the logit model, where the error
term e is normaly didributed. The density of the observed sequence for casei in the logidic-norma

mixture modd can be written as

g((yil’Mz"'”b;)ﬁt;ei): ' ) 3,

1 Alternatively, the outcomes may be binary responses at specific, possibly irregular, occasions in time, such as, for example, voting or
abstaining in a General Election.
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where g isavector of individud-specific error terms.

The main problem associated with the estimation of this individua-specific random error term
modd is that nuisance parameters cannot be estimated Smultaneoudy with the structurd parameters.
Since the number of nuisance parameters increases with the number of cases, the limit conditions re-
quired for asymptotic theory would be violated, and the structural parameters b would be inconsis-
tent [Neyman and Scott (1948)]. This problem may be overcome by diminating the error terms be-
fore estimating the model, usng ether conditiond or margind likeihood methods.

Conditiona likelihood methods can only be applied to aredtricted class of models, namely for small
datasets and when dl covariates are time varying. Margind (or integrated) methods, on the other
hand, provide a useful framework for estimating individua-specific random error term models, in
which the error terms are assumed to be independent of included explanatory variables, and are inte-
grated out of the likdlihood. The densgity function unconditiond on the g; isgiven by

9(Vinr i) 195 %) = 0B ((Viwr Vi) [ D% € ) F () de

(4),
where f(e) isthe pdf (or mixing distribution) of the error term, and the parameter vector q consss of

R and the parameters of f(e).2 For asample of N individuals, the sequence or margind likelihood is

> (D
2]

A z N
] _g v gexp(b% +xzj)ld Hp .
I j:lAt:1 1+exp(b¢(it +ij)g J |

@@ :

where z and p; are, respectively, the fixed quadrature locations and probabilities and the scale pa
rameter x is the unknown standard deviation of the mixing distribution. It should be noted that the

error terms are assumed to be iid and are therefore uncorrdated with the explanatory variables in

cluded in the model [Chesher and Lancaster (1983)].3

2 In our case, f(.) is assumed to be Normal.

3 For further details on these models see Barry et al. (1990).
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[ll. THE MICHELIN DATA

The data used in this paper concern alongitudina survey of 230 Michelin workers made redundant
in 1985, from the Michdin plant in Stoke-on-Trent, UK. These workers were among the 2137
made compulsorily redundant at that time.

The sampled workers were followed over a period of more than two years after May 1985, and
some 227 of the origind sample of 230 people were Hill part of the find group interviewed. The at-
trition rate for the Michdlin longitudina survey was, therefore, lower than that found in other redun-
dancy longitudind studies. Some ex-Michelin employees had gone away to other regions of the UK,
but none went further than the far southwest of England. Nevertheless, the vast mgority remained in
area, and the Stoke TTWA encompasses the bulk of their post-redundancy labour market experi-
ences. The ex-Michdin workers in the sample proved to be a group of mature, well-qudified, andin
generd eminently “employable’” workers. They are mainly mae prime-aged workers, and relaively
well pad for the region. The vast mgority of workers in the sample were in semi-skilled manud oc-
cupdtions a Michdin. Their unemployment experiences prior to working a Michdin were very lim-
ited4

For each of the 227 ex-Michdin workers in the sample, there is data on their post-redundancy la-

bour market experiences on aweekly bass. There is dso available data on worker personal charac-

teristics and local labour market (Stoke TTWA) unemployment rates.® Loca unemployment rates
will be usad in the logit-norma mode as a time-varying explanatory variable, in order to capture the
influence of loca economic conditions on the probakility of individua i being found in, e.g., employ-
ment, rather than unemployment, at a given date. The labour market statuses of interest to our study
are unemployment and employment, irrespective of the actual employer.6

The information avallable was collected in three main groups. employment, unemployment and not
in the labour force. Were taken as employed at some given specific date those individuas who stated
they had any kind of paid job at that time. This incdludes dl full-time and part-time jobs, and sdlf-

4 For further details on the sample and local labour market characteristics see Menezes (1995).

5 These are official unemployment rates published by the Employment Gazette.
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employment. As unemployed were consdered those individuals who Stated that they were out of
employment and looking for ajob in the labour market. All other statuses, including those who stated
retirement, sickness, further educeation, and others, were classfied as not in the labour force. Some
15 observations on individuas not in the labour force for more than two thirds of the two-year pe-
riod in anadlyss were dropped from the sample. Thisleaves afind sample of 212 individuds.

For our purposes, we chose to consider five points in time to collect cross-section measurements

on the employment/unemployment status for our group of ex-Michelin workers: 3, 6, 12, 18 and 24

months after May 1985, the date where the main redundancies occurred.” A binary sequence of five
eements is thus available for each individud i. Thisleadsto atota of 1038 measurements of the bi-

nary dependent variable y;..8 It should be noted that the choice of these dates is rather arbitrary (and
illugtrative in our context); it could be possble to condder any other set of points in time within the
period to perform this analysis.

Table 1 describes the set of explanatory variables used in this andyss. These variables am to cap-
ture the ceteris paribus influence of worker persond characteristics, previous labour market history,
and loca economic conditions on the log of the odds of being in one dtate rather than another. The
persond characteristics included in the mode are apprenticeship, gender, age, fina weekly wage and
find job classfication & Michdin. Locad economic conditions have changed over the period, so that
it is incdluded as atime-varying covariate in the logit-norma mixture formulation. Continuous variables
such as age, wage, and unemployment rate were factorised and then converted into dummies. All
categorica variables were dso turned into dummies, so that dl variables in the modd are binary in

form.

6 However, longitudinal surveys of this kind typically allow for much more detailed information than just these labour market statuses. From
the original questionnaires of the Michelin survey, it is possible to distinguish from at least 11 different labour market statuses following dis-
placement.

7 A total of 40 individuals left Michelin before (33) or after (7) May 1985, but none after September 1985.

8 This binary variable takes the value one if the individual is classified as employed at time t, and zero if he is classified as unemployed.
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TABLE 1. EXPLANATORY VARIABLES

Individual and Labour Market Characteristics

NAMES

DESCRIPTION

Apprenticeship

Served apprenticeship dummy. 1=yes

Gender Sex dummy. 1=female

Age 35-45 Age left Michelin. 1=between 35 and 45

Age45-55 Age left Michelin. 1=between 45 and 55

Age55Plus Age left Michelin. 1=over 55

Mid Wage Final weekly wage at Michelin. 1=between £120 and £160

High Wage Final weekly wage at Michelin. 1=over £160

Occupation 2 Final job classification at Michelin. 1=skilled manual worker
Occupation 3 Final job classification at Michelin. 1=semi-skilled manual worker
Occupation 4 Final job classification at Michelin. 1=unskilled manual worker
UHistory Unemployment experience prior to Michelin. 1=greater than 12 weeks
URate 11-12 Unemployment rate in Stoke TTWA. 1=between 11% and 12%
URate 12-13 Unemployment rate in Stoke TTWA. 1=between 12% and 13%

With the above configuration of the independent variables, the base-case againgt which we stress
the parameter estimates of our models can be stated as being a male, without a served apprentice-
ship, under 35 years old, low-waged, non-manua and without previous unemployment longer than

12 weeks.9 The base-case individua searches for new employment under local economic conditions

where the unemployment rate lies between 10 and 11 percent.

IV. EMPIRICAL RESULTS

We now turn to consider the results obtained from estimating the logit and logit-norma modes de-

scribed in Section I1. The models were estimated by maximum likelihood using Sabregs routines 10
Sabre uses Gaussan quadrature for the computation of each likdihood integra, assuming a Normd

o Previous unemployment here means unemployment prior to the Michelin job.

10 The reader is referred to Sabre manual for extensive details about the models and related computational issues.
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parametric form for the dengty. Three different specifications were fitted: (1) a Sandard logit where
al the 1038 measurements are assumed to be independent observations, (2) a logigtic-norma mix-
ture model that accounts for resdua heterogeneity due to omitted variables, and (3) alogistic-norma
mixture model that accounts for resdua heterogeneity and time-varying local economic conditions.
The dependent variable measures whether the individual was employed (1) or unemployed (0) at
given dates, as described earlier.

The results for the three modds are presented in Table 2. All the variables are taken as time-
invariant except loca unemployment rate (URate) that enters in the 3° modd. The variable URate
was measured at the same time points for which we have measurements on the dependent variable.
Notice that the coefficients of the modd messure the effect of gaining the underlying aitribute on the
logarithm of the odds of being employed rather than unemployed, at given specific dates, harassed
againg the generd profile of the base-case individud.

TABLE 2. LOGIT AND LOGIT-NORMAL REGRESS ONS

Dependent variable is whether employed at given date

LOGIT-NORMAL

VARIABLE STANDARD LOGIT LOGIT-NORMAL WITH TIME-VARYING
COVARIATES
(1) 2 3

Constant 3.013** 3.088** 5.202**

(861 (6.33) (6.86)
Apprenticeship -0.002 0.351 0.374

(0.01) 123 (109
Gender -0.621* 0.089 -0.027

(2.06) 0.2 (0.05)
Age 35-45 -0.654** -0.397 -0474

(2.89) (1.26) 123
Age 45-55 -1.020** -1.023** -1.289**

(4.19) (3.05) (3.00)
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Age55Plus

Mid Wage

High Wage

Occupation 2

Occupation 3

Occupation 4

UHistory

URate 11-12

URate 12-13

Log-Likelihood
Number of cases

Number of measure-

ments

-1.094**
(657)

0.200
0.92)

-0.995**
291)

-0.625
1.79)

-1.058**
(361)

-1.916+*
(5.10)

-0.885**
(267)

-483.737

-1.877**
(4.85)

-0.664*
.02

-1.784%+
(3.75)

-0.996*
(2.089)

-1.625+*
4.02)

-3.221**
(4.98)

-0.961*
234)

0013
(0.01)

-430.928
212
1038

-2.387*+
4.43)

0.775
(1.85)

-2.166+*
(361)

-1.092
(1.85)

-1.936**
(392

-3.974**
(4.67)

-1.198*
@21)

-0.144
(0.34)

-2.200%*
6.21)

0.605
(1.74)

-389.304

t-statistics in parentheses

* Sgnificantly different from zero at the 5% level
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*x Sgnificantly different from zero at the 1% level

Most parameter estimates are significant a the 5% level of better,11 the resuits being in line with
previous findings and our prior expectetions. In fact, being femade implies lower chances of finding
new employment following redundancy, but thisis only apparent in the standard logit. Older workers
face lower prospects of finding new employment after redundancy than younger workers (the older
the worker the lower the chance). Being a high-waged worker a Michdin implies alower probabil-
ity of being employed following redundancy than the counterpart. Manual workers face lower pros-
pects of finding new employment following redundancy than non-manua workers (the lower the
skills the worse the prospects). Unemployment experience prior to Michdin exerts a negative effect
on the probability of finding new employment after redundancy. Findly, it isfound that adverse locd
economic conditions (evauated by the unemployment rate) exert a negative influence on the prob-
ability of being found employed following redundancy (column 3).

The reaults for the wage variables are congstent with job-search theory. Job-search theory postu-
lates that rdaively wdl-paid workers (in the sense that they have invested more in human capitd),
once displaced, tend to spend more time searching for a better job opportunity. This is so because
these workers establish initid reservation wages at high levels. As time passes, the reservation wage
reduces, because the expected future returns from searching, say, another week, decrease under a
reditic finite horizon context.

The time-varying variable URate appears sgnificantly, which means that the modd is sensitive to
the specification of nongationarity. But, what can we say about resdua heterogeneity? Recall that
the resdua heterogeneity is captured by the scale parameter (x), which measures the unknown stan-
dard deviation of the mixing digtribution. Resdud heterogeneity arises because of differences be-
tween individuals due to omitted variables. In our case, residua heterogeneity does not seem to be a
big problem, since x is only sgnificart at the 10% leve in the 3¢ modd. This is congstent with our
data, since the ex-Michelin workers are a somewhat homogeneous workforce in terms of work at-
tributes, and, since they were dl made redundant a the same time, they faced smilar conditions in
the labour market following redundancy. However, one should be aware of the potentid bias caused
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by residud heterogenaity. A find note about the goodness of the fitted modds. the log-L datitic
shows that dlowing for resdua heterogeneity and nonstationarity actualy improves the power of
the fit rdative to the andard logistic modd.

Finaly, Table 3 presents the estimated probabilities of being employed and unemployed, from our
models, for the base-case individud in the sample. Comparative changes in the probability that an
individua is found employed given the acquigition of certain characteristics relative to the base-case
worker, are shown in Table 4. These changes measure the deviation, in percentage terms, relative to

the base-case individud.

TABLE 3: ESTIMATED PROBABILITIESFOR EMPLOYMENT AND UNEMPLOYMENT

Base-Case | ndividual

EMPLOYMENT UNEMPLOYMENT
Standard Logit 95.32% 4.68%
Logit-Normal 95.64% 4.36%
Logit-Normal with T. V. Covari-
99.45% 0.55%
ates
TABLE 4: COMPARATIVE RESULTSAGAINST THE BASE-CASE
Employment Status
VARIABLE STANDARD LOGIT LOGIT-NORMAL LOGIT-NORMAL
WITH T.V. COVARI-
ATES
Femde -3.69% - -
Age 35-45 -3.95% - -
Age45-55 -7.30% -6.89% -141%
Age55PLUS -21.82% -18.60% -5.10%
Mid Wage - -3.78% -
High Wage -7.05% -16.99% -4.03%
Occupation 2 - -6.63% -
Occupation 3 -1.72% -14.28% -3.13%
Occupation 4 -20.33% -48.96% -22.10%
UHistory -5.95% -6.29% -1.24%

1 Nearly two thirds of the estimates are significant at the 5% level or better, of which 4/5 are significant at least at the 1% level.
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Urate 12-13 - - -4.18%

V. CONCLUDING REMARKS

This paper seeks to show that recurrent unemployment can be nodelled by case- specific random
error term techniques, within a sandard logit framework. The trick is to consider a random distur-
bance with normad digtribution added to the linear part of the modd. Thisis conceptudly straightfor-
ward, but raises severa problems of estimation. Sabre®s computer program offers a convenient way
for deding with this type of issues, based on margind likelihood methods. This modd is a transfor-
metion of the standard logit model, and is known as the logistic-norma mixture modd. Thisisause-
ful device for deding with non-dationarity (time-varying covariaes), and resdua heterogeneity
(omitted variables). Resdud heterogeneity is measured by the unknown standard deviation of the
mixing didribution X. In this way, one needs not assume that multiple spells of unemployment (em+
ployment) are independent events and treated as separate observations.

The database used in this paper concerns a large-scae redundancy occurred a the Michdin tyre
plant in Stoke-on+Trent, UK, in May 1985. The Michdin workers are localy regarded as the pick
of the local workforce. The redundant Michelin workers sampled were a long-serving workforce,
often possessing firm-gpecific training and skills, which may have made their worth to other potentid
employers much less than their worth to Michdin. For other characteristics of the sample, it was
found that the ex-Michelin workers were mainly mae, prime-aged, and well paid for the loca area.
Most of these workers were semi-skilled manud workers, and had limited unemployment experience

prior to working & Michdin.
In generd, our results are compatible with the following:
The probahility of being found employed after redundancy is affected by time-invariant
worker persona characterigtics,

Time-varying covariates aiming to capture the effect of local economic conditions appear
ggnificantly in the model, and improve the goodness of fit of the regresson;
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Resdua heterogeneity due to omitted variables does not seem to be a severe problemin
our context, probably because the Michdlin workers are fairly homogeneous in terms of at-
tributes and work experiences, however, accounting for this improves the generd goodness

of fit of the modd, and refines the estimates of other included explanatory variadles.

Findly, aword about the computer software. The software used in this paper is suitable for analy-
ses of recurrent unemployment, recurrent employment, etc (or for andyses where multiple spells are
treated as independent), but not for anayses of labour market histories where spellsin satej may be
related to subsequent spdls in state k. A naturd updating of this software might dlow for multiple
choices in recurrent events, in a manner “smilar” to the conventiona multinomia gpproach. 1t would
prove highly interesting to test the results obtained by gpplying a methodology smilar to ours with
those obtainable by using such software, was it to be available to the researchers. Another possible
extenson could permit for functiona forms other than the typicad logigtic function, so as to enable
dternative experiments in the fidld of data modeling.

REFERENCES

1. Allison, P.D. (1987): “Introducing a Disturbance into Logit and Probit Regresson Modds” So-
ciological Methods and Research, 15, 355-374.

2. Ardampaam, W., and M.B. Stewart (1995): “The Determinants of Individua Unemployment
Durationsin an Eraof High Unemployment.” Economic Journal, 105 (429), March, 321-332.

3. Bary, J, B. Francis, R. Davies (1990): SABRE: Software for the Analysis of Binary Recur-
rent Events. A Guide for Users. Centre for Applied Statistics, Lancaster University.

4. Blanchard, O.J. and P. Diamond (1990): “Unemployment and Wages. What Have we Learned
from the European Experience?’ Employment Ingtitute, April.

5. Bosworth, D.L. (1992): “Duration of Unemployment: An Anadysis of the Labour Force Survey.”
In CH.A. Verhaar and L.G. Jansma et al. (eds.), On the Mysteries of Unemployment. Klu-
wer Academic Publishers, Dordrecht, 129-144.

6. Chamberlain, G. (1979): “Heterogeneity, Omitted Variable Bias, and Duration Dependence.”
DP691 Harvard Ingtitute of Economic Research, Cambridge, New Y ork.



Recurrent Unemployment and Residual Heterogeneity: Are unemployment spells independent events? 128

7. Chesher, A., and T. Lancagter (1983): “The Estimation of Models of Labour Market Behav-
iour.” Review of Economic Studies, 50, 609-624.

8. Davies, RB., and A.R. Pickles (1983): “The Edimation of Durationof-Resdence Effects A
Stochastic Modelling Approach.” Geographical Analysis, 15, 305-317.

9. Hinn, C,, and JJ. Heckman (1982): “Modds for the Anadyss of Labor Force Dynamics” Ad-
vances in Econometrics, 1, 35-95.

10. Heckman, JJ. and G.J. Borjas (1980): “Does Unemployment Cause Future Unemployment?
Definitions, Questions and Answers from a Continuous Time Modd of Heterogeneity and State
Dependence.” Economica, 47, August, 247-283.

11. Menezes, R.M. (1995): “Patterns of Post-Displacement Adjustment in the Labour Market: Evi-
dence from a Longitudina Redundancy Study.” Unpublished Ph.D. thess, Department of Eco-
nomics, University of Kede.

12. Narendranathan, W., and M.B. Stewart (1993): “How Does the Benefit Effect Vary as Unem-
ployment Spells Lengthen?” Journal of Applied Econometrics, 8, 361-381.

13. Neyman, J., and E. Scott (1948): “Consstent Estimates Based on Partialy Congstent Observa-
tions” Econometrica, 16, 1-32.

14. Theeuwes, J.,, M. Kerkhofs, and M. Lindeboom (1990): “ Trandtion Intendgties in the Dutch La
bour Market 1980- 85.” Applied Economics, 22, 1043-1061.

15. van den Berg, G.J. and J.C. van Ours (1994): “Unemployment Dynamics and Duration Depend-
ence in France, The Netherlands and The United Kingdom.” Economic Journal, 104, March,
432-443.

Rui Menezes
Ingtituto Superior de Ciéncias do Trabalho e da Empresa,
Av. das Forgas Armadas, 1600 Lisboa



Generalized Efficiency in Portfolio Selection M odels

Vladimir Mlynarovic
University of Economics in Bratislava,Sovak Republic

The last fifteen years have seen a revolution in the way financia economists understand the
investment world. Until the mid — 1980, financial economists’ view of the investment world

was based on the three pillars:

1. The CAPM is a good explanation of the fact that some assets (stocks, portfolios,
strategies, or mutual funds) earn higher average return than others. The CAPM states
that assets can only earn a high average return if they have a high “beta’, which
measures the tendency of the individual assets to move up or down with the market as a
whole.

2. Returns are unpredictable, like a coin flip. Technical analysis that tries to divine future
returns from patterns of past returns and prices is nearly useless. In addition, stock
market volatility does not change much in time. Not only returns are close to
unpredictable, they are nearly identically distributed, as well.

3. Professional managers do not reliably outperform simple indices and passive portfolios
once one corrects for risk (beta). The average actively managed fund performs about 1
percent worse then the market index. The more actively a fund trades, the lower the

returns to investor.

Together, these views reflect a guiding principle that asset markets are, to a good
approximation, informationally efficient [Fama, 1970, 1991]. The only way to earn large
returns is by taking on additional risk.

These views are not ideological or doctrinaire beliefs. Rather, they summarize the
findings of a quarter century of careful empirical work. However, every one of them has now
been extensively revised by a new generation of empirical research. The new findings need

not overturn the cherished view that markets are reasonably competitive and, therefore,
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reasonably efficient. However, they substantially enlarge financial economists view of what
activities provide rewards for holding risks, and they challenge our understanding of those

risk premiums. Now, financial economists know that:

1. There are assets whose average returns can not be explained by their beta.
Multifactor extensions of the CAPM that associate high average returns with a
tendency to move with other risk factorsin addition to movements in the market as
a whole dominate the description, performance attribution, and explanation of
average returns,

2. Returns are predictable. This phenomenon occurs over business cycle and longer
horizons. These predictions are not guarantees, there is a substantial risk - but the
tendency is discernible.

3. Some mutual funds seem to outperform simple indices, even after controlling for
risk through market betas. Fund returns are aso dightly predictable. Multifactor
models explain most fund persisterce: funds earn persistent return by following
fairly mechanical styles, not by persistent skill at stock selection.

Again, these statements are not dogma, but a caution summary of a large body of
careful empirical work. The strength an usefulness of many results are hotly debated,

as are the underlying reasons for many of these new facts.

2. Theclassical modern portfolio theory

The traditional academic portfolio theory, starting from Markowitz [1952] and expounded in
every finance textbook, remains one of the most useful and enduring bits of economists
developed in the last 50 years.

The traditional advice is to split your investments between a money-market fund and
broad-based, passively managed stock fund. That fund should concentrate on minimizing fees
and transaction costs. It should avoid the temptation to actively manage its portfolio, trying to

chase the latest hot stock or trying to foresee market movements. An index fund or other
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approximation to the market portfolio that passively holds a bit of every stock is ideal. In the
mean — variance space the capital market line describes the efficient portfolios and every
portfolio on this efficient frontier can be formed as a combination of a risk-free money- market
and the market portfolio of al risky assets. Therefore, every investor need only hold different

proportions of these two funds.

This advice has had a sizable impact on portfolio practice. Before this advice was
widely popularized in the early 1970s, the proposition that professional active management
and stock selection could outperform blindly holding an index seemed self-evident, and
passively managed index were practically unknown. They have exploded in size since then.
The remaining actively managed funds clearly feel the need to deferd active management in
the face of the advice to hold passive index funds and the fact that active managers selected

on any ex-ante basis under-perform indices ex-post.
2. The new modern portfolio theory

Mean — variance portfolio theory addresses the investor’'s asset selection problem for an
investment horizon of one period. Progress in portfolio theory came as financial economists
relaxed this restrictive assumption. The relaxation of the single-period assumption proceeded
along two lines: first, in discrete time multiperiod models by Samuelason [1969], Rubinstein

[1976] and others, and second, in continuos time models by Merton [1973] an others.
2.1 Merton’sIntertemporal Capital Asset Pricing Model

Merton in his continuos-time intertemporal portfolio selection model [Merton, 1973] to derive
the optimal consumption and investment policies J(W, X, t), where W(t) is investor's wedlth at
timet, x(t) is a random variable, as a function of a consumption strategy and the investment
strategy w = (Wi, ..., Wn) with wi(t) as ainvest fraction of the wealth inrisky asset i, i =1, ..., n,
Obtained

&e-Jy 0., Ik A
W = CYE- R - Cls 1
mb ( f)Wvav X 1
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where C is the covariance matrix with i © j element sj; and s is a vector with ith element
Six, E IS the vector of expected returns of risky assets, R is the riskless rate of interest and e

is te vector of ones.

If we define
W = Cls,
" ecTs,

then the equation (1) can be written in the form

w :%geTC'l(E- Rfe)]wT +fﬁg€c% X]WH )

where wr is the vector of portfolio weights of the tangency portfolio on the frontier of
minimum variance portfolios generated by the n risky assets. This result defines a three-fund
separation. The three-fund portfolio separation obtains. The investor invests in the riskless
asset, the tangency portfolio wr and the hedging portfolio wy, The weights which the investor
assigns to each portfolio depend on his preferences and are, therefore, investor-specific. We
may interpret the three fund separation result as follow: The investor invests in the riskless
asset an in the tangency portfolio, as in the meanvariance case, but modifies his portfolio
investing in (or selling short) a third portfolio which has returns maximally correkated with
changes in the state variable(s) x which represents shifts in the investment opportunity set and
tastes. In generd, if we have m state variables we obtain (m + 2)-fund separation where the
investor invests in the riskless asset, the tangency portfolio and the m hedging portfolios.

2.2 Multifactor Portfolio Efficiency and Multifactor Asset Pricing

In the presented Merton approach an intertemporal model that uses utility maximization to get

exact multifactor predictions of expected security returns was developed. This concept of
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multifactor portfolio efficiency plays arole in Merton’s intertemporal CAPM (the ICAPM),
like that of meanvariance efficienncy in the Sharpe — Lintner CAPM. The drawback of
Metron's approach is degree of difficulty. His continuos time methods do not yield easy
insight.

On the other hand, the powerful intuition of the CAPM centers on Markowitz's
concept of mean variance efficiency. The CAPN starts with assumptions that inply that
investors hold meanvariance-efficient portfolios. When there is a risk-free asset f, mean
variance-efficient combine f with one meanvariance-efficient portfolio of risky securities, the
tangency portfolio T. Since the T is the risky component of al meanvariance-efficient
portfolios, market-clearing security prices require that T is the value-weight market portfolio
M. The familiar CAPM relation between the expected return E(r;) on any security i, and its

market risk bjv (the slope in the regression of r; ary)
E(r) - Ry = biy [E(ty) - Ry 3

is then just the application to M of the condition on security weights that holds in any mean

variance-efficient portfolio.

Fama [Fama, 1996] has showed that Merton’s ICAPM can be built on similar
intuition. ICAPM investors hold multifactor-efficient portfolios that generalize the notion of
portfolio efficiency. Like CAPM investors, ICAPM investors dislike wealth uncertainty. Byt
ICAPM investors are also concerned with hedging more specific aspects of future
consumption-investment opportunities, such as relative prices of consumption goods and the
risk-return tradeoffs they will face in capital market. As a result, the typica ICAPM
multifactor-efficient portfolio combines one of MarkowitzZs meanvariance-efficient
portfolios with hedging portfolios that mimic uncertainty about the m future consumptiont

investment state variables of concern to investors.

The ICAPM risk-return relation is then a natural generalization of (3). One siply adds
risk premiums for the sensitivities of r; to the returnsrs, s = 1, ..., m, on the state-variable

mimicking portfolios
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E()- Ry = by [E) - R ]+ & biE() - R] @

s=1

where bjy and bis, s=1, ..., m, are the lopes from the multiple regression of ri on ry and re.

As in the CAPM, the ICAPM relation (4) between expected return and multifactor
risks is the condition on the weights for securities that holds in any multifactor-efficient
portfolio, applied to the market portfolio M. And just as market equilibrium in the CAPM
requires that M is meanvariance efficient, in the ICAPM market-clearing price imply that M
is multifactor- efficient. All these results one can derive from the detailed analysis of the
following mathematical programming problem:

d 4
mn o%*(r)=ga a wws;
i=1j=1
subject to
g
aWwbg=b,, s=1...m
i=1

n

a WE(r) = E(r)

i=1
g
aw=1

i=1

wherebs, s=1, ...m, are target values of state variables for multifactor-efficient portfolio, and

the E(r) is the target expected return of the portfolio.
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OPTIMIZATION OF THE SYSTEM RELIABILITY

Jan Pelikan, VSE Praha

The article deals with the problem of doubling the part of the system in order to increase the
reliability of this system. The task is to find out which part should be doubled if it is not
possible to double all of them for economic reasons. The goa is to maximize the system's
reliability characterized by the probability of the faultless functioning or to minimize the
losses caused by the system's failure. The article proposes a procedure based on linear

programming methods that find the optimal decision, which of the parts should be doubled.

AMS classification: 90B25, 90C10

Key words: reliability, integer programming

INTRODUCTION

An optimization model proposed in the article is solving the question of the
reserves for the functional components-parts of a mechanism in order to increase its
reliability. It presupposes
the knowledge of the probabilities of these parts failure and the estimation of the losses
caused by this failure. The model is a problem with 0-1 variables [1]. The solution of the
model divides the parts into those which are to be doubled and those which are not.

The following example illustrates the model. Large and complex mechanisms are
composed of a great number of components, aggregates, partial machinery’s. Each of the
partsis responsible for theright functioning of the whole system and vice versa, each part's
failure can disturb the system or completely put it out of operation and cause damages in its
effect.
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One of the possibility of eliminating or at least diminishing these damages is the doubling
of some important parts. Having these parts doubled, there is a possibility to replace
immediately anon-functioning part by afunctioning one (or in other words, the failureis

reduced only to a necessary time of a switch-over).

On the other hand, when the part is not doubled, it hasto be removed from the system and
then replaced by a new one. The example can be a power-distribution network
composed of the electric line, switches, fuses, transformers and other parts. If, for example, a
transformer fails out, the consumers dependent on this particular transformer are without the

power supply for a certain time and the losses as an effect are obvious.

This period depends on the time of removing the transformer and replacing it by another
one. If thereis, at the same location, another transformer as areserve, then the period of
switching over the reserve is much shorter than the period of thetransformer's

replacement.

Similar problems can emerge in projects of a regulating system or a communication
network and so on.

On the other side there are costs of doubling, that is the price of a doubled part. For that

reason not all of the parts can be doubled, especialy the expensive ones and also those

whose failure does not bring so expensive damages.

RELIABILITY MODEL

If we want to know which parts are to be doubled, the following optimization model can

be used. First we introduce the assumptions of the model.

Let us consider n parts of the system ( aggregates, components ) Z;, Z,...,Z, . Each of these

parts
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is characterized by:

p. probability of the failure-free run of Z without areserve,

E probability of the failure-free run of Z with areserve,

g the mean value of losses caused by Z's disorders without areserve,
q_ithe mean value of losses caused by Z 's disorders with areserve,

¢, costs of the purchase and maintenance of the reserve for Z; .
Obviously: p £p ad q 3 q .

Next we assume:
- statistical independence of the failures of parts,
- the costs of the parts doubling are limited by the amount K.

Let usintroduce O-1variables x,x,,..x, , the variable % involvesthe decision between the

doubling of Z ( %=1 ) or not-doubling ( X=0) . Total costs of the reserves for the parts are
g ¢x and since the resources for reserves are limited by K, so it has to be valid g_ cx £K.

i=1 i=1

Under that conditions we can:
(a) maximize the relidibility of the system, that is the failure-free run,

(b) minimize the mean value of the sum of losses caused by the parts disorders.

In the case (a) the probability of the failure-free state of the system is the product of the
probabilities of the failure-free states of all the parts.

The part Z will be failure-free with the probability E if it hasareserve ( % = 1). If the part

Z; is without reserve( % = 0) then the failure-free probability is p . Altogether the probability

of the part Z's failure-free state can be put in the form p +(p - p)x . Hence the total

probability of the failure-free state is p :6 [p +(E- p)%].
i=1
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After taking logarithm in order to make the objective function linear we get the objective
function
intheform z(x) = log(P) = én log[ p, +(E- p )x] - Thisfunction will be maximized.
i=1
Sincethe expression log[ p. + (p, - p, )% ]for %=0 equals log[ p,]and for x=1 equals log p].

we can write the expression log[ p, +(p, - p, )x] intheform (1- x)log(p) +x log( p,) -

The function
209 =& [~ x)log( p) +x log( p)] =

ATlog( n)+x lo(pr/ )] = & log(p) + & % loa( B/ )

i=1 i=1 i=1

expresses the logarithm of the whole system's reliability.

Maximizing reliability model is:

2 =Qloyp)+a xloy p/p)® max.

i=1 i=1

gcixEK,

i=1
x1{0%,i=12,..n.
In the case (b) the mean value of the losses caused by the part Z's failure without the
reserveis ¢ and with the reserve q_. The mean value of the total losses is then:
z(X) = én 1- x)q + X, = ér’i q - g x,Dg; Where D =g - g . Thisfunction will be
i=1 i=1 i=1

minimized.
The minima losses modd is:

Z(X):én G - én x;Dg; ® min ,

i=1 i=1

g_cixi£K.

i=1

x1{0D,i=12,..n
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Now, two models can be distinguished: The first one is a ore-case situation, when the
function operates for a short period - the static case. The second one is a long-time model for

alonger time period - the dynamic model.

STATIC MODEL

The probability of the components failure Z; will be denoted as p. Consequently the

probability of the failure-free run of the part without reserve is p =(1-p,) and the

probability of the failure-free run of the part with areserveis _pi =(1-p3).

If the loss caused by one failure of the part Z is denoted by Q;, the mean value of the losses
is:

q =p,Q in case when there is no reserve for the part Z g =p3Q in case when thereis a

reserve.

Example.
Let us have parts 71, Z», Z3 ,Z4 ,Zs. Table 1. contains their main characteristics.

The costs of the parts doubling are limited by the amount K=100.

Z1 Zs Z3 Za Zs
P 0.9 0.8 0.9 0.93 0.91
|
_ 0.1 0.2 0.1 0.07 0.09
pi - (1' pi)
D 2 0.1 0.04 0.01 0.0049 0.0081
i
—_— _ 2 0.99 0.96 0.99 0.9951 0.9919
p; =1- p,
c 80 0 % 50 20
I
Q- 1666 250 333 1613 989
|
_ 167 50 33 113 89
o = Qp;
- _ 2 16.6 10 3.3 8 8
qi - Qipi
_ — 150 40 30 105 81
Dg, =q - q

Table 1.
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Reliability model which maximizes the failure-free probability
is:
z(x) =log(0.548402) + x, log( 0.99/0.9) + x, log( 0.96/0.8) + x,10g( 0.99/0.9) + X, log( 0.9951/0.93) +
+ X, 109( 0.9951/0.93) + X, l0og( 0.9919/0.91) ® max
80x, +30x, +35x, +50x, +20x, £100,
x1{0%,i=12..5.

By using standard software LINGO [2] we get the optima solution x=(0,1,1,0,1) with the
failure-free probability equal to 0.789041, which is maximal. From the result follows that we
have to double Z,,Z3,Zs.

solution x reliability losses doubling costs
(0,0,0,0,0) 0.548402 452 0
(0,1,1,0,) 0.789041 301 85
(1,0,0,0,2) 0.657534 221 100
(1,1,1,1,1) 0.934507 46 215

Table2.

Model which minimizes the mean

value of the total lossesis:
z(x) = 452 - 150x, - 40x, - 30X, - 105%, - 81x, ® min
80x, +30x, +35x, + 50x, +20x, £ 100,
x1{0%,i=12,..5.

When we use again LINGO system, we get the optimal solution x=(1,0,0,0,1) with the
minimal value of losses 221 in the mean value. According to this solution only Z; and Zs
will be doubled.

The differencesin the solutions obtained above can be explained by great influence of the
amount of the lossesin the optimal solution in the second mode. First solution
x=(0,1,1,0,1) means the most reliable system, but the losses are not minimal. Second

solution x=(1,0,0,0,1) gives us less reliable system, but the losses are minimal.
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We can observe the values of reliability, mean losses and costs of reserves for different
solutions in the Table 2. The values with a bullet are optimal for K=100.

DYNAMIC MODEL

Let us suppose that the system's reliability should be optimized within a period <0,T> and the
periods between failures of the parts are exponentially distributed. Let the mean value of the

period between two failures of the component Z be 1/?,.

If the Z iswithout areserve, then the probability of the failure-freerunis p. = exp(-1.T)-
Since number of failures within the period <0,T> is Poisson distributed with the mean value
? T, the mean value of the lossesin the case xi=0isequa to g, =1 TQ, where Q isthe loss

caused by the part Z 'sfailure.

In case that component Z has areserve (xj=1) then the failed component is replaced by its
reserve immediately; however, the installation of a new reserve takes a fixed time tj, where t;
<<T. During the period t; the failure-free probability is p. = exp(-1t,)-

Since the mean value of the number of the component Z 's failures within <0,T>is| T, we

get an approximate formula describing the reliability in the form
P, =exp(-1,T)+(1- exp(- 1 T)) exp(-t;| T).

When the part is doubled, the expected number of its double-failures is| . times the total

period of instalations, which is approximately (I, T)t,. Hence the mean value of losses is

ai =1 iZTtiQi '

The reduction of time period T by reserve parts' installations was not taken into account in the

formulafor ai .
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Some queue models with different servicerates
Jilius REBO, Zilinsk& univerzita, DP Prievidza

1 Introduction: They are wdl known modes in the queue theory in Kenddl*s classfication
denoted as M/M/r/N with equa rates of service in each service point. Thefirs M describes an arri-
va assumption of requirement for service and follows the Poisson digtribution with afiniteratel > 0.
Each sarvice point of n digposes of an exponentia distributed service time with probability densty
function f (t)= e ™, m>0( the second M ). An integer N denotes a number of common places re-
served for requirements in the queue ( n pardld service points) for their service and in awaiting line
( N-n places). In the next parts we shdl consider that number N can take countable vaue ( ether fi-
nite or infinite ). Queues with different rates of service are studied as specid cases of the models with
one service point and a vaue of rate usualy depends on some activity indicators of the systems. In
this paper we shal be interested in a generd method to derive characterigtics of those systems when
an assumption of the different rates represents a solitary property of sysem. We shdl gpply above
assumptions in detail for aclosed mode marked M/M/n/m and accomplished results we shall use for
a generdisation of two modds M/M/r/N and M/M/n/¥ . As acommon foundation of solving method
for consdered modesis an application of ageneral birth-death process.

2 General birth-death process. For the generd birth-death process, eg. in [1], we &
sume that rate of changes between states depends on the gate of system. The States of system are
usualy meant as a number of requirement in the systlem and probabilities of those transitions during
timedt we definethen as:
fromktok+1:1 dt, k=0,1,2, .. Ny fromktok-1: mdt, k=1,2,3, ..., No
fromktok:1- (I, +m)dt,whenl, =m, =0, k=0,1,2, ..., No. (21.)

We can express a state probability p, = P{S = k} according to [1] in the form

-1
No | I | u
k-1

o =l s g p 2§ gl o 0N (22.)

3 Rates of service: Let us have a queue with n service points and a number of placesin

the queue is a pogtive integer N which can take afinite or infinite countable vaue. The number of
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requirements for service has the Roisson digtribution with finiteratel > 0 and a ser-vice in each ser-
vice point of n has an exponentia dengity function f,(t)=me ™ withratesm >0, i = 1,2, ...,n.
Thus, if the gate Sisequd to k, n £ k £ No, then a total rate of service mg in that state is not de-
pendent on the understood state and is defined by the sum of service rates over each occupied ser-
vice point, SO we have m¢=m +m, + ...+ m . It is clear to see that for states Sequd to k, k< n,
the totd rate of service depends on the number of occupied service points and also on their own ser-
vicerates m_ . Otherwise said, the rate of service for the state S = k isgiven by acombination of k

service points from n without their repeating. Those combinations for every stateki { 1,2, ..., n} is

8?9 and each ratem, belongs to each other exactly EEE 19 times.If we are assuming that entered re-
eKg ek-1g

quirement is served with equal probability p® = = p® =é—) for each combination C*(m,...m)

of serviceratesin state S= k , we shall define therate of the service mginthestate S= k as

() ()
me=4 pICH (m,...m)= P4 CO(m,..m) = +m, +..om ) =k, (31.)
when m= mem+..+tm )
n

Consider now, every combination of service rates C)(m,...m.) inthe state S= k will oc-

cur with a probebility p® so that p !

W2 ol forit i, jT {12 ... [} Set ¥ =8 pl¥ when
j

we are summing over dl indexes of probabilities p§k> corresponding to combinations ob-taining a

service rate m). The probability s’ indicates atotal probability for an appearance of the rate m in

the given combinations of k rates. For a tota service rae in the sate S = k then we have

() i P
=4 pck(m...m) = & & p¥ o =4 s¥m . (32)
i=1 i=lei ] i=1

4 Closed modd M/M/n/m: A dosed modd of queue with waiting line is cdled a mo-del
with afinite source of requirements for service. It reflects red systems which get an essentid weight
within gpplications. The firgt of al is a problem of the service of the severd machine. A repairman (
or team of repairmen n ) tends m ( N < m) of machines. The machines are running until they drop

out. A role of repairman ( repairmen ) is to diminate those accidents.
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We assume that number of requirements follows the Poisson digtribution with parameter | > 0 and
each service point has an exponencia density function f, (t)= me ™" of sarvicetimewith m > 0, for
i = 1,2, ..., n. States of system ki {0, 1, ..., m} mean that exactly k machines underlie in service or
they are in waiting line. Always m - k machines occur out of the system and they represent active
machines. Intendty of the requirements for service is comparable to the number of machines out of
the system and it can express as (m - k)l . Thetotd rates of servicein the state S= k represents ex-
actly k occupied service points and we can denote it as mg, for k £ n. If isk > n then the rate of
being serviceis denoted mg.

According to ( 2.1. ) and a previous andyss trangtion probabilities during time dt will be

fromk tok+1: 1 dt =(m- k)l dt, OEKEm-1, fromktok-1: ngdt, 1EKEn,

fromk tok-1: mgdt , n+1£ kEm, fromktok: 1- (I, + mg)dt ,when |, =mg=0, O£ kEm.

In generd there is known a solution of the previous problem eg. in [1], [2], if dl serviceratesm are

equa tom We shdl cdl that mode as abasc modd and if we denotey = L then its probabilities of
m

. T
dates hold: pk:am%/kp 1£k<n, p = gy X kk ———y “pyy NEKE M,
Kg ék "nl
éy1amg AN
=a . 4.1.
eagkﬂ kngkgnknnlg ( )

It is clear to see that the above modd is the specific birth-death process. By means of that mo-del
we can express probability of state S= k for a closed queue modd with different rates according to

ml* m! |

(22.)as pk:(m_ k)! e P,y 1EKEN, pkz(m_ k)! Wmnﬂ(nﬁ)kn

p,, W1£ KE

m, sothatén p, =1.
k=0

Probabilities of statesp, will be next arranged if we deposerr from ( 3.1.) and y’ :IT. We shdl
m
k ..
get plfl = km' —g ol =§§n3fkpé°)1 £ KEN,
(m k)'—(m +. +m1 Kg Kg
. m |- g amd kK ol _and K .y (o
= Pl =S bl

n n Y —m n
(m- k)!F(n’l+,,,+ mn) (nl+...+ mn)k kgnln®"m kgnln
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forn+1£kEm, soas pl©) expresswith condition § p =1. (4.2.)
k=0

5 Open model M/M/n/N: On the other hand if we shdl assume an infinite source of re-
quirement to the queues they shdl be caled open modes then. Consider now so-caled open system
M/M/n/N with n pardle service points and waiting line in which our previous assumptions stand.
Thus we assume different service rates with an exponentid density function accor-ding to 2nd and
3rd chapters. Let | > 0 betheintendty of incoming stream of requirement to the queue. A number of
places in queue takes a given vaue and it is denoted as N. If we consder the state of syssem asa
number of requirements in the system we can express trangtion probabilitiesduring dt as:

fromktok+1: 1 ,dt=Idt, OEKEN, fromktok-1: mgdt, 1£KkEn,
fromk tok-1: mgdt, n+ 1EKEN, fromktok: 1- (I, +mg)dt,0EKEN, | , =mg=0.
Subdtituting corresponding rates to the ( 2.2. ) and next modifying we shal get proba-hilities

for aqueue with afinite waiting line and different service rates in the form:

~ k ~ k

Pl =% pf, for 1ek<n, pf) =—Torpl, for nEkEN, (51.)
: nin
z ~ A~ -1
subject to p{™ :gﬁ+£L wherey = L oand o Mt tm
0 Tl kl ~ nlnk-nu ’ - = m= .
=0 K. k=n 'Ll m

Usng a wdl-known technique under previous assumptions for different rates of service and equd
probability of the service we can derivefor N ® ¥ date probabilities of the sygtem M/M/W¥. So

we have

~ k ~ k
p¥) = lim p{™ :yk_I p, 1£k<n, p¥ =limp™M=—Y_ p¥ ngk, (52.)
I N@¥

N® ¥ n!nk-n

and p%¥) isdetermined by acondition p(¥)—§nélyk+§ y© U =ea—+ i
Po ©TELK "l &k (-0 (-y)d

If we replace ¥ = withy’ =— in (5.1.) and (5.2.), form=m =m = ..=m_, we shall get the
m m

models caled again basic models.

For aqueue M/M/n/¥  we need to remind also a condition for its stability treatment. In the basic
modd that condition hasaform | < nmr. It indicatesthat atotal capacity of service n has exceed
anincoming ratel to the queue. In the case we reason different service rates we shall

get an anadogous request for an incoming rate and servicerates | <m +m, +...+m, .
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6 Unreliable service points. We can take advantage of a previous technique from 3rd
chapter used for different services rates for solving queues with unreliable service points. Ven-cete
introduces in [3] a very smple gpproach to the queue modd with unreliable service points which
conggts in a correction of the moddl parameters for a single service point. We mean a queue with a
given probability of the successful service p which indicates a probability to terminate successfully of
service for attendant requirement in the queue. Moreover, a probability 1 — p indicates a probability

of falure service for attendant requirement in the queue. Letr denote a rate of the service for the
basic modd in each service point. Let next r _express a probability of the successful service in the
kth service point and 1 - r, isthe probability of the failure of the sarvice. Then m, =r m yiddsthe

rate of the successful service for kth service point. Assuming equa probabilities of accessto an arbi-
trary service point p® =X KT {1, 2, ..., r} we shall get moddls wiith different service rates from
n

2nd and 3rd chapters. We derived probabilities of statesin formulas(4.2.), (5.1.), (5.2.) for the

m o+ +0, L+

meant queues where is m=— . Thus the queue model with different rates

n n
of service seems to be a ecid case of the basic model with unreliable service points. We can con
Sder that those different rates of service represent a fundamenta conditions for functioning of the
gueue. Condder that an efficiency of every point and their reliability are different. That point of view
leads to avery generd modd with the different rates for the unreliable service points. Its solving me-
thod is assembling both previous methods. Let an every service point operate with the service rate
u, and corresponding probability of the successful service will be r, . Then m =ru, expressesthe

rate of the successful service for kth service point. Under condition of the equa probability of the

access to service ( 3.1. ), we get again a modd with the different service rates with probabilities of

U, +ru, +..+ru,
n

thestates (4.2.), (5.1.), (5.2.), setting m=

7 Optimal rate of service: Let uslook at a problem of optimisng rate of service for the
queue M/M/¥ . Then we can use a submitted technique for the other understood models with the
different service rates after minima modifications.

Let us have a queue with n service points with an exponential density function f, (t) = me ™ of
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the sarvice time, withm >0,1£i £n. Let c, be average service codts per time unit and let ¢, be
average store codts per time unit both reduced per one requirement. Next let d(n, ) be the mean

vaue of requirements in the queue depended on the number of the service points n and the average

rate of service m from (' 3.1.). By course of that we have done

¥ 7 on+l én-lAk ~n U
di= Ak oy o I o) when e 2SRV Yt o
()= 8 k" =Y ey P e B = ed S ey ey - (7)

A totd cogts function C(n,m) = ¢,nf+ c,d  (n,m) indludes the sarvice costs with the costs for waiting
in line. Moreover we assume that a number of service points n is given and therate | >0 of the
Poisson incoming siream of requirement we shdl take as a congtant value to the optimisng vari-
ablem. Vauations of the criteria function C(n,f) and d.(n, i) will be dependent on the continuous
variable f and it will be denote C(fn) = ¢c,nin+c,d, (). (7.2.)

Then we shall specify an optima average vaue of ratefm by derivative of the criteria function C(f)
with respect m. We shdl compute a necessary condition of the existence of the minimum vaue set-

ting the first derivative ( 7.2.) equa to zero. Thus we have

dC(f) _ dlc,nin+c,d ()]
dm dm

=0. (7.3.)

Employment of genera form of derivative ( 7.3.) leads to equations of high orders whose solution is
possible only with computationa gpproach and it does not let us andyse the solution in condderation

of the costs. Let it denote an optima average rate of service from ( 7.3. ). We have another prob-
lem how to optimise an optimal rater¥j for every service point. Denote Dh as a difference of the op-

tima averagerae M and the averagerate . If itism - m>0then Dh=+h andif itisi - m<0

then Dh=- h. Next denotej , =+”—+ i =1,...,n. The gptimd average service rate we can
m +..+m,

expressasm = m+ Dh. After reform we have done

Eem +LnDhg+...+§em +LnDhg
r?ik:m.+,_,+m1 +nDh: m+..+m a m+..+m, g_
n n
_ (m +j ,nDh)+...+ (m, +j ,nDh) _ni +..+nj
n n

S0, to obtain an optimal average servicerate ij for theith service point it is needed to revise
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L
m +..+m,

8 Conclusions. From the previous results it follows that basic modes of the queue with

initial rates m accordingto nmj =m + nDh=m +j ,nDh=m +] in(r“n* - fn).

equa sarvice rates and the queues with the different rates have a more smple reaionship than we
would expect. Establishing the different rates of the service enables a generaisation of the solution
aso for the queues with the unrdiable service points which frame a tempord mo-del between the ba-
sic modd and the modd with the different service rates. The above descri-bed method optimising an
average rate of service adso dlows us to use it for gptimising al of the previous modds of the queue
with arespect to their a costs. So we have a solid common technique for solving and optimising the

whole dass of the queue models.
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INTERVENTION MODELSIN TIME SERIESOF UNEMPLOYMENT

EvaRublikova

Department of Statistics of Economic University

The economic time series of unemployment are frequently affected by policy changes and
others events that are known to have occurred at a particular point of time. Events of this type, whose
timing are known, have been termed interventions by Box and Tiao (1975). Interventions can affect a
time series in a severd ways. They can change the leve, ether abruptly or after some delay, change
trend, or lead to other, more complicated, response pattern. Ignoring interventions can lead to an
inadequate ARIMA mode being fitted and a poor forecast being made.

Interventions can be incorporated into univariate ARIMA modd by extending it to include
determinigtic (or dummy) input variables I.. |; isthe dummy or indicator sequence taking vaues 1 and
0 to denote the occurrence or nonoccurrence of the exogenous intervention.  The following dummy
variables have been found to be useful for representing various forms of interventions:

[) A pulse varigble, which modes an intervention lasting only for the observation T,

y _1Lt=T

I, =e ", wheree, = "
10t T.

2) A step varidble, which models astep changein y; beginning at observation T,

5 _ILtaT

I, =x, ™, where x{ (5 T
[ .

3) An extended pulse variable, ussful for modding “policy on-palicy off” interventions,

iILT,EtET
I, =h ™™ whereh (™™ = %0 Lo
10, otherwise,
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. T26T1 .
notingthet h, ™™ = g e(T, + ), = (1+B+.+B% F)§™.

j=0

If y; is generated by an ARIMA(p,q) process, then an intervention model may be postulated as

Y. =n (B)I, +N, )
where
_aB)
N, = (B)& 2

isthe "noise” modd, n(B) is a(possbly infinite) polynomia which may admit arationa form such as

@Bb

B) = ,
"B =B 3

where

w(B) =w, - w,B- w,B*-...-w,_B",

d(B)=1-d,B-...-dl B",
where b measures the delay in effect (or dead time).

In generd, if polynomid d(B) =1 (r = 0), finite reponses of length m are obtained, whereas
if r > 0, responses of infinite length are obtained.

For various specifications of n(B)we have various responses to pulse and a step change

“input” that are of practica interest.

1) If imesariesy, isaffected by apulseinput |, = e, 7, the polynomia n(B) has severd forms:

w
1-dB

ad n(B)=

what means, that |, has only a trandent effect on y; with w measuring the initid increeseand d  the
rate of decline. If d =0, then only an ingtantaneous effect is fdt, wheress ifd = 1, the pulse input is
redlly a step change, and the effect is permanent;
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W, W,

R TS

represents the sStuation where, apart from the transient effect w ,, the possiility is entertained thet a
permanent gain (or loss), w, inYy; is obtained,

w, W,

B)=w, + ,
) n(B) =w, 1-dB 1- B

shows the case of an immediate postive response followed by a decay and, possibly, a permanent
resdua effect, and this might well represent the dynamic response of unemployment to a policy

decison.

2) If imesariesy; isaffected by astepinput |, =x,™, the polynomia n(B) has dso severa forms:

a) n(B) =w,
shows an immediate step response of W ;

w

b n(B) = ,

) T

shows the Stuation of first-order dynamic response and an eventud, or long-run response, of % ;
w

C n(B) = ——,

) n(B)=—

represents the case when d =1, in which the step change producesaramp or trendin y; .
Obvioudy, these models can be readily extended to represent many Situations of potentia
interest.

If the noise modd is of multiplicative form

_ q(B)Q(B%)
B BY T (BF(BY) @

and if there are J interventions, the modd given by equations (1)-(3) can be extended to
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d D 3 Wj(B)
(1- B)*(1- B) "y, =a

e L CROR PP == EHE N

f(B)F(B?) *

In building models of the type (5), parsmonious forms are initidly postulated to represent the
expected effects of the interventions, with more complex form only being consdered if knowledge of
the dynamics of the intervention, or subsequent empirical evidence, suggests s0. The identification
procedures may be gpplied to data prior to the occurrence of the interventions if a sufficiently large
number of such observations are available. If the effects of interventions are expected to be transent,
then the identification procedures may be gpplied to the ertire data set. Alternatively, the response

polynomids n ; (B) @d j'l(B)wj (B)Bbj may be estimated by least squares method, for suitably large
maximum orders, and the identification procedures gpplied to the resduds y, - é_ A (B,

Once amode (5) has been specified, the intervention and noise parameters can be estimated
smultaneoudy by maximum likelihood or nonlinear least squares.

The mentioned theory of intervention modds will be applied to the variables of unemployment
of shool-leavers to express the effects of policy decisons of the gowerment.
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A Note on Stochastic Dynamic Programming for the Mean Variance Moddl
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Let us consider aMarkov reward process, where two important aspects of the model are changed:
1. therewardsare random variablesinstead of known constants and
2. we alow for any decision rule over the moment set of the reward distribution, rather than assuming
maximization of the expected value of the reward outcome.
These modifications provide a natural setting for the rewards to be normally distributed, and thus, applying
the mean variance models becomes possible. Mean variance models were originally proposed for the portfolio
selection problem by Markowitz [5] and Tobin [4].

This problem was originally formulated in Goldwerger [1] and studied for the maximizing of the mean-
eano
& o

for a counterexample. Moreover, the principle of optimality cannot be applied easily for this model. The aim of the

variance of the reward outcome. Unfortunately, the key formula presented in this paper isincorrect, see[2]

note is to present correct expression for the mean-variance 39“9 (cf. [1], equation (13)). Notations used in [1] will
S @
be followed as close aspossible.

1 A GENERAL DYNAMIC PROGRAMMING ALGORITHM

First of all werecall the dynamic programming algorithm. We suppose that we have N possible states, which
are presented by rows of the stochastic matrix {p;}. This matrix describes the probabilistic structure of the

Markov process. In each state we will have a finite number of alternative choices. If the processis now in state i
and action k has been chosen from the alternatives, then pilj( is the probability of transition to statej, F{ (X) is
the probability distribution of rewards. Thus
p; = P (transition from i toj), @
R, (x) = P(X = x|transitionfromi toj), )
Let be Fij (X) thejoint probability function of the rewards, then we can write
Fijk (X) = pi;( R:( (€)

We define the total probability function associated with given reward x for the next transition, when the

systemisnow in statei and alternative k is chosen, as

R (=4 R () @

! This research was supported by the Grant Agency of the Czech republic under Grant 402/99/11336
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We assume a finite planning horizon of T periods of time. We will seek the total probability function of the
stochastic present value of the system denoted by Hik (T, y). This probability distribution over y (the

stochastic discounted present value of all future rewards) depends on the present state i, on the planning horizon

.
T and on the chosen alternative k at each point of time ( y= é (1+ r )'1 X, where r isthe discount rate and x;
t=1

thereward at timet — we suppose that x,, t = 1,..., T, are independently distributed).
When we seek an optimal solution of the dynamic programming problem for a stochastic Markovian
process, we use Bellman ‘s principle of optimality (see[3]). An optimal policy has the property that whatever the

initial state and initial decision are, the remaining decision must constitute an optimal policy with regard to the

state resulting from the first decision. Therefore we first find the optimal decision k™ (1) for the period before the
last (we denote z =1, t = T — 2), then knowing this decision and resulting probability distribution function

H/ (:L y) we go one period backward and find the optimal decision k' (2) (the decision horizon is two periods

(z=2)), and so on.

For any z31 we denote the decision function by G and the chosen aternative byk , so
thatk' (z)= G{ H (2, y)} . We denote by f, (Z, y) the probability distribution function of starting in statei at
stage z of the stochastic present value y, which results from the above decision rule, that is

fi ( Z, y) =H K (Z, y) . We can use anotation D to designate the above two-stage decision process:

f, (zy) =D{H! (z.v) ®
Thereforefor z=1 we obtain

f, (Ly)=D{H (Ly)} =D{F“g1+r ) yg ©
When the system isin period T-2in state i, then for any chosen alternative k we get

RJk (X)* f; gl,(1+r )-1 y8= P(Y = x+(1+r )-l Yy | the next transition from i toj), @)

where Y denotes a stochastic present value and * denotes convolution. Then we can obtain joint probability

function of the stochastic present value at T-2 and the next transitions associated with alternative k denoted

Hi (2 y)as

k —_ k@ -10\0
HE(2y) =GR (X7 1 (L (e r ) ) ®
The total probability function associated with a given y, when the systemisin statei at T-2 and alternative

k ischosen, is

HE(2.9)=8 H (29)=8 L8R (09 (10 1) ) ®
Then

t(2)=0fH! (29)} =014 P& (4" (1favr)” y)gz 0
We can generalize equation (10) as

f(zy)= D{Hik(z, y)} = Dij’&: p; gRJk (X)* fj(z— L(1+r)" y)'% (11)
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since the convolution operation is commutative and associative.
2DYNAMIC MEAN —VARIABILITY APPROACH ALGORITHM

Under the assumptions of the mean variability approach we maximize the ratio of the mean over the standard
deviation of the portfolio‘s stochastic present value distribution. The definition of the decision process is
therefore:

a) All distribution functions are from the normal family of distributions.

b) For every state of the world (th i-th row of the stochastic matrix) we define the set of alternative K, by

the superscript k: K = {Kk| k is superscript denoting the alternatives for every statei}.

c) With every alternative thereis an associated 35_”9

S @
d) Thedistribution function thet results from the choice of an alternative is denoted by fit (t, y) , Where

i denote the state andt isatimeindex andy is the stochastic present value.
Therefore

X @R[ (x) = N(”fi(’siizk)
and when Y(2) is a stochastic variable with distribution function fi (Z, y) the denoting
EgY(2)g=m(2) and var g¥(2)g=s(2)

we havefor z=1:
il

f (1,y)=Hik*(ZLY):D{Hik(l:Y)}:D‘iéNFijk(x)lvj iéN\ PR ()9

=1

'CT‘<C-

where y = (1+ r )_1X and k* isan optimal at time T-1 and

E&/(a=m (=4 inf

var gY (Dg=s; (1) =a pj m™ ga ) nfi -
j=1

ej=1
where rTi{jZ)k* is the second moment of RJ( . Thedistribution of Y(2) may not be normal asin[1]. For z> 1 wecan
write

f.(zy) =Hi"*(z, y)= D{Hik(z, y)} 12)

_D‘I, é\l k k -1 Y

=Dia p gRJ( )* j(z-],(1+r) y)A . (13)
| i<

The convolution RJ (X) ( - l,(1+l’ )_l y) has the meanl’rifj( +(1+r )1r’q (Z- 1)and the

: 2k 2 - . . . .
variance S ;; +(1+ r ) mf( ) Therefore the total probability function associated with kth alternative
reads

HE (z29) =8 R (9 2 2(aer) )2 0

j=

with the mean
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nf(2) =3 pinf +(L+r )" Q pim (z- 1)

=1

!
[y

N N N N
SiZK(Z):é |Oili(5i12k+é piik(siﬁ'()zJ’Z(l+r )lé- pymim (z- 1)+ (2+r )zé s, (z- 1)+
: % :

- é\‘ k « .2 a([)\l kn'rdz —1([3\‘ k C’)\l K
a pi g (z-f -cap ij;-2(1+r) a pi,-nfal pym (z- 1)-
i=

=1 eja =1

N

N
- (1+r )'2 gal pim (z- 1)
-

jemtd e ey

This variance formula is different from that in [1]. The present formula is in accordance with the counter

examplein[2].
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1. Introduction

Mean variance sdlection rules were proposed for the portfolio selection problemin [5] and [11] (see
a0 [6]). Following the mean variance sdection rule, the investor sdects from among a given set of
investment dternatives only investments with a higher mean and lower variance than amember of the
given st

In this note we investigate how the mean variance selection rule can work in the Markovian
decison modds. In particular, we adapt notions and notations used in Markov decision processes
(cf. eg. [8], [9]) and in contrast to the classcad modes we assume that instead of maximizing the
long run average expected return (i.e. the mean reward per trangtion) we consider more
sophisticated criteria taking into account aso the variance of the total (long run) reward (details can
be found in Section 3). In the present article we focus our attention on finding suboptimal and Pareto
optima solution to the variance penaized Markovian decison processes.

Some research in the direction has been reported in the literature. In particular, Goldwerger
[1] suggests a dynamic programming method for maximizing the ratio of the mean reward to the
sandard deviation (i.e. the square root of average variance) in undiscounted Markov decison
chains. Unfortunatdly, this reseach was not successful, see eg. [7] presenting a counterexample to
the proposed agorithm. In Sobel [12] the problem of maximization of the mean to the standard
deviation ratio is analyzed for undiscounted unichained modd using the methods of non-linear and

parametric linear programming. Detalled analyss of variance pendized Markov decision processes

! This research was supported by the Grant Agency of the Czech Republic under Grants 402/99/1136 and
402/98/0742.
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(including dso undiscounted multichan and discounted cases) by methods of mathematica
programming was performed in[2] and [3].

2. Markov decision chainswith first and second moment aver age optimality

Let us consider a nonhomogeneous Markov chain X ={X,,n=04,..} with finite state space
S ={1,2,...,N}. If &fter the n-th transition the chain is observed to be in state i1 S then a
decison k inafinitest D, must be sdected. Sdlecting decison k in state i State j isreachedin
the next transition with probability p;and an immediate reward r;‘is earned. Moreover, we
introduce the expected reward (i.e. the first moment of the random reward) earned instate i1 S if

. . ~ . o N . .
decision ki D, is sdected r=g _ pjr/ dong with the corresponding second moment
s = é_ L pjk(rij")2 implying that the expected one-stage myopic reward variance of the random

reward eanedindate il S if dedision k1 D, issdected isequal to

2
2 2 é\l 2 EQ'S‘ O
(S ik) :S1k - (rik) =a pi;((rij!() - &a Pifri;ki . (2.1)
j=1 = 7}
Such a Markov chain is cdled a controlled Markov chain or Markov decision chain. The data
p; . 1, are assumed to be known to the decision maker. Let D=D,” D,” -+-" D,.

Policy P controlling the chain is a rule prescribing the decison to ke taken after each
trangtion in any dtate of the chain. We restrict on Markov (memoryless) palicies, i.e. decison rules

taking into account only the number of trangtions n and the current state X T S of the chain. A
policy which takes a dl times the same decidon rule is cdled dationary. We write
P :(po,pl,pz,...) where p"T D forevery n=012... and p""l D, isthedecision at the n-th
transition when the chain isin state i . Stationary policy P isidentifiedby P ~(p).

Let Plp") be the N° N marix whose ij-th dement equds p” and let
Pm(P):CN)::P(p“) (for convenience we set P°(P)=1, the identity matrix). Obvioudy,
P™(P)=P"(P)P"). Similarly, r{p"), resp. sfp"), denotes N 1 vector whose i -th dement

equals r” ,resp. §.1f P ~(p) (e if P issationary) then P™(P)=(P(p))". Recall that the
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m-1 n
limit P"(p)= lim m'g (P(p)) exiss if P(p) is unichained (i.e. P(p) contains single dass of
n=0
recurrent states) therowsof P (p) areidentical.
In what follows we denote by v™ (P ) the vector of tota expected rewards (i.e. the sum of
expected rewards) earned in the m next trangtions. In particular, vm(P) isthe N " 1 vector whose
i -th element, denoted v™(P ), is the total expected reward earned provided the chain startsin state

i1'S andpolicy P isfollowed. Obvioudy

m-1

v'(P)=4 P“(P)r(o”) with  lim mv"(P)=g(P) (2.2)
n=0
provided the limit exists (obvioudly, the i -th element of g(P ), denoted g,(P ), isthelong run

average expected reward, or the mean reward, if the Markov chain artsin sate i ).

o m-1

Observe that for stationary policy P ~(p) weget v'(P) =8 n=0(P(p ))nr(p) and for m tending to

infinity we have
alP )= Im ™8 (P(p) r)=P o). 3

Moreover, if P(p) isunichained, therowsof P’ (p) areidentical and g(p) isaconstant vector
(i.e., the i -thelement of g(P), denoted g,(P), equals some constant number).
Policy P % iscaled (first moment) average optimdl if
limirf 1v”‘( ) 3 liminf - v W"(P) for every palicy P. (2.4)
Smilary, let u™(P) bethe N 1 vector whose i -th dement is the sum of expected second
moments of §° obtained in each of the m next trangitions, provided the chain startsin state il S

andpolicy P isfallowed. Obvioudy

m-1
u"(P)=& P"(P)sp") with lim m'u"(P)=g®(P) (25)

n=0

provided the limit exists (again, the i -th dement of g'?(P) isdenoted by g®(P)).

We say that policy P ) is second moment average minimd if
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limirf mu ( ())Ellmnf m*u™(P) for every policy P. (2.6)

3. Markov decison chainswith mean and square mean variance optimality

In what follows we make

Assumption GA. P(p ) has single dlass of recurrent statesand r(p) >0 forany pi D.

Supposing that g(P )=lim ,, m*v"(P)>0 exists, instead of one-stage myopic reward
variance in date i given by (3.3), we shdl consder the expected one-stage reward variance in Sate

i (if decision k accordingtopolicy P = (p") issdlected instate i) as

é pil; [ri]!( -9 (P )]2 = é. pil; (rij!()z - 29i(P)é pil;rijk +[gi(P )]2 (3.1)

irs jis iis
implying that the vector of one-stage expected reward variances a the n-th stage is equd to
p")- 26.(P)r(p")+ g (P)a(P) (observe that g,(P)g(P)isan N’ 1 constant vector). Then
(following policy P = (p”)) the vector of total expected variances of rewards earned in the m next

trandtion is given by

d"(P)=u"(P)- 2g,(P v"(P)+mg, (P)a(P ) (32)
Letting m® ¥ for the average expected reward variance we get
d(P)=lim m*u"(P)- g.(P)g(P)=9g®(P)- g(P)o(P). (33)
Observe that for the i -th dement of (3.3) we have
d(P)=lim m'u"(P)- [0,(P ) = g”(P)- [a/(P)F (34)

(recall that under Assumption GA g (P ), g(P ) are constant vectors).
In what follows instead of average expected reward or average expected reward variance we
shdl consder either
i) Theratio of the long run average expected reward variance to the long run average expected
reward (the mean reward), called the mean variance optimality, or
ii) Therdtio of the long run average expected reward variance to the square of the mean reward,

cdlled the square mean variance optimality.
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i) Mean variance optimality
The god isto minimize the ratio of the long run average expected reward variance to the mean
reward. In particular, we are interested in

it o)t Y i O >

Policy P iscaled mean variance optimal if for every policy P = (p“) adevery i1 S

|i%r£ uim(P)\;im?iQ)]i (P)] 3 |i%r£ Uim(P)V'imr(nls[Q)Ji (P)] _ (3.6)

Supposing that the following limitsexist im ,, m*v"(P) =g,
lim oy M *u™(P)=g?(P), condtion (36)isfufilled if and only if for every policy P = (p")

andevery il S
it 1P o)l iy 1) o ()
W) g'(P)}; R gi(P)% 37
or equivaently if
) @)(p
g”(P) g?(P .
Py 9 gy et 38
g(P a(P) g P 9.() (39)

i) Sguare mean variance optimality
The god isto minimize the ratio of the long run average expected reward variance to the

sguare of the mean reward. In particular, we are interested in the ratio

d(P) _, my(P)-[o(P) _ o®(P) , (3.9)

Y R VTS S Yy

Policy P is caled square mean variance optimal if for every policy P = (p”) and every

ilTs
jmirg W)= o P, g u(p’)- ”{gj(i*)]z (3.10)
me ¥ m—1|-vim(P)J Mo ¥ m—llvim(P )J
or equivaently if
g‘(Z)(P23 9" P) (3.11)
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4. Suboptimal and Pareto Optimal Solutionsfor Mean Variance and Square M ean

Variance M oddls

The results summarized in the following two propositions are well known to the workers in discrete
dynamic programming. The proofs and details concerning the remaining results of this section can be
foundin [10].

A

Propostlon 4.1. There exigs p()l D, resp. p“(z)i D, unique N1 congant vector,

—g(p ) resp. g g( )(p()) and an N1 vector Wo , resp. Wi , (unique up to an
additive congtant) such that for every p1 D

+w(1—r(p )+ P @) 3 rp)+Pp W, (4.2)

© = slp @)+ Pls© ) £ o ) + Plp )i, (42

Sationary policy PW -~ (ﬁ(l)) is (firs moment) average optima (cf. (24)), i.e

g; (p ) max i, g (p); stationary policy p@ - (;5(2)) is second moment average minimd, i.e.

g?p?)=min,; , g%(p), cf. (26).

A

Proposition 4.2. There exigts p 9 D, unique N~ 1 constant vector § andan N~ 1 vector W

(unique up to an additive constant) such that for every p1 D

w=sp®)- r[g®)g+ Pl e sp)- r(p)g + Plo ) (43)
Stationary policy pl) - 05(0)) minimizes the ratio of the second to the first moments of average
(2)(5 ) (2)
rewards, i.e. 2 oy = min 9 (p)
g ?o g (p)

From Proposition 4.1 and 4.2 we immediately get

Proposition 4.3. Mean variance, resp. square mean variance, optima policy (cf. (3.8), resp. (3.11))
is bounded from below by

(4.4)
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To andyze properties of the variance pendized optimdity conditions we present the
following useful result.

Theorem 4.4. Let (sationary) policy P @ ~ (6(2)) be second moment average minimal, see (2.6),
and (stationary) policy P® ~ (p“ (1)) be (first moment) average optimal, see (2.4). Then there exist
dationary policies

pO=pO-(0) pO-[O) pE-[E).  pA=pN-[0) (45)
suchthat k =01,...,r-1

= (k+1)

p®1pkd forone i, =ils, pM=p«? forevery it i, (4.6)
that are Pareto optimd,, i.e. there exists no policy P ~ (p) such that
. 1 mi5 )~ ~(2) : -1 mip (k) = @) (p (K
im m'u"(P)= g”(P) < lim m'ur(p®)=g?(P®)
and smultaneo wdy  lim mVv"(P)=g(P)>m 1vi"‘(P (k)): g (P (k)) (4.7)
foratleastone k =01,...,r- 1 andsome il S .

Moreover, every randomized policy arising by randomization of the two subsequent policies
P® and P**) (for k =04,...,r - 1) isalso Pareto optimal.

Furthermore, we can obtain smilar results closely connected with mean variance optima

policies. Recall that by Propositions 42 and 4.1 (stationary) policy P ~ (5()) minimizes

m (2)
im . “imgig 24 (E,P)) (over al policies P ~ (p)) and (stationary) policy B ~ (5©)) maximizes

nj

i
average reward g(P). In particular, Theorem 4.4 ill holds if we replace (4.5) by
po-pO _ (p(O))’ pO (p (1)), p@ - (p (2)) ..... pU —p(r)— (p(r)) (4.8)

and (47) by ... thereexistsno policy P ~(p ) such that

i w(P) _g?(P) . urPY)_gPPv)

i (k)
I (P) g lP) ML P glpm) TRy 9(P)>o (Pt
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Quantitative Methodsin Competition Analysis

Ing. Dagmar Strakova, Protimonopolny Urad SR

From economic standpoint competition concerns market structure and subsequent
behaviour of buyers and sellersin amarket. It isaway of production organisation and setting
of prices. Economic role of competition is to encourage producers and owners of resources to
offer their goods and services in a cheap way and skilfully done with the aim of consumer

welfare maximalisation that means maximalisation of economy effectiveness.

However, the aim of firms themselves is to gain market power, i.e. intentional control
over prices and other relevant factors e.g. quantity, discounts, that are decisive for business
transactions. This market power can be obtained through competition restriction and that is a
market imperfection which leads to ineffective allocation of sources and subsequent impair of
industry output and economic welfare. Market imperfections allow sellers to decrease output
of production deliberately with increasing prices to the detriment of consumers and society as

awhole

Quantitative methods are the instrument which helps to define the structure and
behaviour of industry. Empirical analysis of economic issues becomes increasingly a basic
characteristic of antitrust proceedings abroad especially when dealing with concentrations,

abuse of adominant position and agreements restricting competition.

The USA has got a long tradition of economic analysis stemming from the seventies
when economists at the Department of Justice have got a greater influence as well as from the

nature of the USA antitrust policy which requires lots of backing and facts finding evidence.

European antitrust law has started to pay attention to empirical evidence of
economists only recently. European Commission Notice the Definition of the Relevant
Market for the Purposes of Community Competition Law, 1997, defences quantitative
techniques explicitly: "There are a number of quantitative tests that have specifically been

designed for the purpose of delineating markets. These tests consist of various econometric
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and statistical approaches. estimates of elasticity and cross-price elasticity for the demand of a
product, tests based on similarity of price movements over time, the analysis of causality
between price series and similarity of price levels and/or their convergence. The Commission
takes into account the available quantitative evidence capable of withstanding rigorous

scrutiny for the purposes of establishing patterns of substitution in the past"[1].

Econometric methods are suitable for richdata antitrust cases. An analyst has to know
industry and behaviour of main actors in the market. He must appraise credibility and
suitability of data before implementing empirical test [2]. Suitable method depends on quality
of data, time and sources which are attainable. Results of econometric analysis should be
compared with sources of evidence like documents, consumer reviews and marketing studies.
If economic issues and a hypothesis are formulated clearly, if a model is well-defined and
collected data are credible, then econometric methods are able to give the right answer and

they represent a backing instrument when assessing the competition issue.

Analysis of concentrations, agreements restricting competition and abuse of a
dominant position have the similar analytical proceeding consisting of the following steps:

1. identification of participants of proceedings, preliminary anaysis of their activities — the
subject of entrepreneurial activity, property and personnel linkage, definition of relevant
jurisdiction,

2. definition of influenced markets from the product, geography and time point of view,
assessment of position of firms in the relevant markets,

3. assessment of impacts on competition in the relevant markets in connection with behaviour
restricting competition or proposed concentration

4. assessment of possible overall economic advantages.

Quantification can be involved in each of these steps whereby in every country
guantitative techniques can differ. However, they are the only instrument for assessment of
structures and behaviour of industry. Quantitative techniques are used especially for

Market definition
Market structure analysis
Empirical analysis of competitive behaviour of firms, e.g. predatory pricing

Assessment of effects of a concentration.
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Market definition is the most important task when analysing economic competition.
Statement on competition implications depends on size and form of relevant market. To
define arelevant market means to characterise circumstances for market power performance.
Key element is extent of supply and demand substitution. Primary means for a product market
delineation is the evaluation of demand substitution — the extent to which buyers would easy
substitute among alternative products or sources of suppliesis characterised. When evaluating
reactions of consumers one can stem from price and cross-price elasticity of demand.
Interchangeability of supply, i.e. reactions of customers represent the secondary mean for
definition of market boundaries. Level of substitutability of products, necessary for location
of products in the same market, is high. Market has to be well-defined because a narrow
definition of market takes into account insubstantial issues and too wide definition can
conceal the very competition problems.

Very well known test is the test of hypothetical monopolist or cartel, called the SSNIP
test in the USA (Small but Significant, Non-transitory Increase in Price). The test identifies
the smallest number of products or producers, where the hypothetical monopolist or cartel
which controls supply of all the relevant products, could increase profits by instituting a small
but appreciable permanent increase in price over the competitive level. Also European
Commission notice on market definition [1] makes reference to this approach as well as the

U.K. new Competition Law [3].

Price trends analysis, demand test and system of demand equations are the quantitative
tests used for market definition. In general, tests based on price trends should be used
carefully as they do not enable to evaluate whether prices could be increased by market

participants in profiting way. However, for the reason of not having data other models are not
used and therefore markets are defined on the grounds of price tests [4].

Degree of market concentrationwas considered one of the main structural characteristics for a
long time and market structure analysis has become the key indicator of actual and potential

market power.
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Traditional competition analysis stems from Bain's paradigm on relationship among
market structure, behaviour and market performance. Under this theory a market structure
(number of sellers, feasibility of entry) predicts to the great extent the degree of market
participants behaviour (pricing policy, advertisement) and a market performance in the form

of effectiveness, technical progressis the result of the market behaviour .

Nowadays, there does not exist unambiguous opinion on the paradigm. Under some
economists there does not exist evidence proving hypothesis that structure predetermines
performance. Industries are very different and at the same time so complex that a simple
generalisation is not possible. Therefore, the most preferred approach nowadays is case-by-

case approach, i.e. individual assessment of the every case [5].

Concentration indices
Index used within econometric analysis of competition is called a concentration index.
This index sets up a rate of individua firm to the total production of industry or within

defined group of firms.

aii = 6 where i=1,..,n and é_ a, =1 [6]
i=1

Concentration rate CRy points on the position of the m highest shares of firms

CR, = a a, ordering thefirmssothat a, 3...2 a_ 3.3 a [6]
i=1

m n

CRy, is defined as a percentage rate of total industry sales /or capacity, employment,
physical output/ of the largest companies set up under market shares. In the USA CR;, is
measured for the first four firms CR4 whereby production industries are published for 8, 20
50 firms[7].

The most popular instrument is the Herfindhal- Hirschman Index (HHI) which is

egual to the sum of the squares of the market shares
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m [7]

Under the USA guidelines unconcentrated market has the HHI less than 1000, a
moderately concentrated market has the HHI between 1000 and 1800 and the market is
concentrated when HHI is higher than 10 000. Concentration which leads to the increase of
HHI less than 100 points and HHI is between 1000 and 1800 is not usualy investigated. If
HHI is above 1800 and an increase in the HHI is more than 50 points then a concentration

could invoke serious competition harm.

Even if HHI seems to be a rational way of @ncentration measurement none of
theories and econometric evidences have proven that HHI is a sufficient instrument for
definition of concentration effects [2]. Every serious case of concentration has to point not
only on concentration degree under HHI but especialy on concentration effects on behaviour

of market participants, e.g. probability of a collusion.
The question which of the mentioned indexes is the best one has not been answered
yet. In every case it is necessary to proceed in empirical way and characterise the most

suitable index for the particular behavioural relations.

When assessing impacts on _competition stemming from behaviour of a firm or

proposed concentration prices are anaysed. Even a smple price analysis can give enough
information as under Hayek's statement all relevant economic information are involved in
data on price of product [9]. Matters are analysed in many ways:

Time series of prices are evaluated in conditions of structural changes

Actua price trends can be compared with that what a competition model in the

absence of an event would predict (for example bidding models) [4].

Assessment of overall economic advantages in connection with behaviour restricting

competition is also called defence of efficiency. Economists define three types of efficiency

which are problematic when doing empirical verification:
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Allocative efficiency means that prices reflect costs in such a way that firms produce
relatively more of what people want and are willing to pay for. The result is that sources
within economy are allocated in the way that the output which is the most appreciated by
customers is produced. Co-operation among independent firms in the market or
concentrations which decrease number of firms in the market, do not usually support
alocative efficiency.

Technical efficiency means that under given output production uses the most effective
combination of inputs without breaks. Healthy competition supports technical efficiency. If
concentration increases beyond a certain level, technical efficiency is reduced, there is a fall
in productivity.

Dynamic efficiency means that there is an optima trade-off between existing
consumption and investment in innovation and technological progress. Competitive pressures
in the market support innovation. Firm in the front of technological progress has a chance to

acquire market power.

The role of economic competition is to improve allocative efficiency without

restricting the remaining two efficiencies.

Antimonopoly Office of the Slovak Republic is responsible for the supervision of
competition rulesin our country. Activity of the Office is focused primarily on observation of
the Act on Protection of the Economic Competition as amended [9]. Quantitative analysis in
competition area has not become yet the instrument regularly used when assessing market
structures. In sporadic way Herfindha index HHI was used as a backing argument when
assessing degree of concentration in the relevant market under a concentration. During 1996 a
methodology for industry quantitative analysis was tested in co-operation with University of
Economics and it was confirmed that it is necessary to provide single data collection and to
work out a methodological apparatus in the next future. After the validity of the just prepared
new competition law harmonised with the EU legidation the Office is to pay increased
attention to creation of methodology for quantitative analysis of competitive environment,
degree of industry concentration, market structure analysis and utilisation of econometric and

optimalisation progress.
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Abstract: In this paper we present operations defined on Knowledge Bases of General Fuzzy
Decision Systems (GFDS). It is shown how it works on two Knowledge Bases of GFDS for a
bank, that is checking the credit solvency of an applicant for the credit.

Keywords. General Fuzzy Decision System (GFDS), Operations on Knowledge Base

1 Introduction

In practice we usually need to express an expert knowledge of more than one expert. Expert
rules are usualy formulated by linguistic terms which is why it is difficult to transform them
into classical mathematical terms or to apply them to computer-aid processing. For example, a
bank want to work with an expert system consisted of expert rules (with a knowledge base)
which would make a decision about the credits according to the conditions of this bank. It's
clear, that the expert decision is a subjective. Therefore the bank takes various suggestions of
knowledge base and these one combine by some operation to only one knowledge base of an
expert system of this bank. Various approaches can be seen in [2] and [4]. For our
considerations we'll use the fuzzy decision systems described in [3] on the base of the model
of GFDS, created by Jiri. Mockor (see [1]). We would like to describe the knowledge base,
which is one of the elements of decision system, that works better than original ones and
define a general operation in the set of al knowledge bases. I1t's well known, that the fuzzy set
theory offers adequate instruments for dealing with uncertainty.

By modelling linguistic variables in form of fuzzy sets, it is possible to transform expert
rules into mathematical terms. Moreover the fuzzy sets offers a great collection of operators
which are able to aggregate and combine these rules as well as the knowledge bases..
Throughout this paper U denotes a universe (a discrete set of variants), F(U) the fuzzy power
set on U, C a set of criterions, (U,C) the decision space. For our purpose this space will be
constant and we will be working only inside this space. Further Pyi UF (U)X, where

1£k £n, is an abstract space over the universe U and Pj' | F(U)" is ndimensional abstract
gpace over the universe U created by n-dimensional vectors with fuzzy sets as ther
components. F |, isthe set of al abstract spaces P and F y is the set of al possible abstract
spaces Py. Vectors of fuzzy sets, that have for all elements of the universe the same value of
membership function equal 1 or O are specia elements of an abstract space 1 = (1,...,1) or

0= (0,...,0). For the universe [0,1] we use the above symbols without the lower index,
ieP",F", F.
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2 General Fuzzy Decision System (GFDYS)
We begin with definition of GFDS, what introduces a general notion.

Definition 2.1

Let (U,C) be a decision space. Then a general fuzzy decision system over (U,C) is a set
Ry= ({Ggldl K} {we|cl C}{Vgc|di K,CI C}, s f),

where

1. K isafinite set of goals,

2. Gy 7 [0,1] isa fuzzy set defined for all gl K,

3. for every cl C thereisdefined afuzzy setw.: U ® F([0,1]),

4. Vyc isaknowledge base over the set of criterions C 1 C, determined by the goal gl K,

5. sisafuzzy inclusion relation,

6.f:[0,1]® [0,1] is an aggregation function.

Below we state short intuitive interpretation of this abstract definition. For more information
see[3].

1. Afiniteset K isaset of goalswe want to ded with.

2. A level of satisfaction of any goal gi K could be prescribed and is dependent on the goal’s
importance. A fuzzy set Gy then represents arequired level of satisfaction of agoal gl K.

3. A function w, : U® F([0,1]), then describes alevel of satisfaction of acriterion ¢l C by a
variant u from U. The more fuzzy set wc is similar to the crisp set {1} | [0,1], the better a
variant ul U satisfies a criterion ¢l C. For the goal gl K and the set of criterions C =
{ci,C.yCn} 1 C we can define a set of vectors Wy c = {(w, (u),w, (u),...,w, (u)) |
ul U}.

4. Aset Vgc={V,|i=1,2,...,m},where V,=(Vi1, Viz,..., Vin, Vins1)] P™, isthe base of
expert knowledge. Any element V, represents, in fact, some expert knowledge about the

influences of levels of satisfaction of criterionsc; onto level of satisfaction of agoal gl K.

In this notation, an expert (for example) states that if alevel of a satisfaction of a criterion

¢ can be expressed as a fuzzy set, Vi;I™ [0,1], then alevel of satisfaction of agoa g can

be expressed by afuzzy set Vin+1 1™ [0,1] . The more fuzzy sets Vij and Vi n+1 are similar to

thecrispset {1} I [0,1], the higher levels of satisfaction of criterions or goa are required.
5. Thefuzzy inclusion relation s could be defined as follows:

SAB=1- = & (AU- B), where [{= & AU)

ulu ul Supp(A)
A(u)>B(u)

6. An aggregation function could be for example defined as:  f( ay, ..., ap) = min( ay, ..., an).

Therelation sand function f enable us to calculate a total utility function, for example in the
following form

M@= ap  [f(SWq (). V)or S (©)V,) o SVt G )]
V=N

where “o” represents operation “ U” or “-”, for any variant ul U. The higher the value of hr g
(u) is, the better the variant u is from the point of view of R.
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3 Knowledge Base and K nhowledge Bases Oper ations

The base of expert knowledge is the heart of our general fuzzy decision system Besides the
description of this knowledge base in words in form of rules IF-THEN, we need its
mathematical description, that is equivalent and enables us to handle with it (evaluate,
aggregate, connect and so on). For this reason we use an abstract space described in [3].
We begin with definition of a knowledge base that introduces a general notion.

Definition 3.1

Let C={ ¢, Cy,..., Cn } beaset of criterions, gl K bethe goal and F be the set of all abstract
spaces over [0,1]. ThenthetripleVgc = (Ant, Suc, r ), where

1L.At=P'1T F"l F

2.2uc=P F!'l F

3.r i At” Sucisareation,

is called the knowledge base over the couple (C, Q).

It's clear, that the knowledge base could be defined as an abstract space P™* from the set
F ™! where first n components of vectors from P™! create an antecedent and the last one
creates a succedent.

Definition 3.2
Let A, BT P,, where A= ( Ay,.., Ac) and B= (By,..,B ). Then the binary operation "-"

such that A- BT ( Ay,..., A,By,....B ) is called the connection of the vectors of the abstract
space.

According to the definition 3.2 we can write P ={ A. $%' Al Ant " ST Suc: (A,S)i r}.

To define operations between two knowledge bases we have to require bases from abstract

spaces of the same dimension. We consider two knowledge bases V. = (Anty, Sucy, r 1), and

Vg, = (Antz, ue,, r2), where C; and C; are two corresponding sets of criterions. We denote

C=Cs= CiE Coand Cp= C1C Co. WE'll solve two cases:

1. Cp is an empty set, then we can define for al AT Ant,: A" = A- 1, where 1 has [Cy
components. We denote the set of all vectors A" by Ant’, and V, c=(Ants’, Sucy, r1),

where r1 (A") = ri(A). By andogy for dl Bl Ant,:B"=1-B, where 1 has |Cy]
components. We denote the set of all vectors B" by Ant;’, and V, Z=(Anto, Sucy, r2),

*

wherer ;' (B") =1 »(B). Both bases V_
= |C1[+C
2. Cpisanonempty set and |C,,|=m, then we can suppose that all levels of satisfaction of all

criterionscl Cp are described by the first m components of all vectors from sets Ant; and
Ant,. Each vector of these sets could be described as a connection of two vectors. First
vector contains the common components of both antecedents and the second one contains
the rest of components. It means that for al Al Ant,:A=A,- A, and for all

Bl Ant,:B =8B, - B,. Now we can define for al Al Ant,:A =A, - A, - 1, where

¢ and V, 2 are evidently from F ™, wheren = C]|
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1 has |C,| - m components. By analogy for all BT Ant,:B =B, -1-B,,where 1 has
|C41| - m components.

If we denote the set of all vectors A” as Ant;” and the set of all vectorsB” as Ant, , we
cen create two knowledge bases V, c=(Anty", Sucy, rq’), where r1"(A’) = r4( A), and

V; 2= (Ant7, Suez, 1 2), wherer ' (B") = 1 (B), from F ™, where n = [Cyf+Col-m.

As a knowledge base is a subset of an abstract space, we'll define operations between two
knowledge bases generaly as operations between two abstract spaces of the same dimension.

We consider the relation E | U Py’ U P, . For each ordered couple of abstract spaces
P Fy RIF,

(Pu, Qu) T F |~ F we define arelation that is the restriction of relation E on the Cartesian

product Py~ Qu , i.e. E(Py, Qu)=En (Py" Qu). Let"s remark, that thisrelation could be empty.

We'll understand operations between abstract spaces as operations between vectors of these
spaces, i.e. operations between fuzzy sets, that form components of vectors. In many cases
there is profitable to make operation only between some of vectors. This fact can be described
by relation E. Let's now define an operation on the set of abstract spaces of the same
dimension.

Definition 3.3

Let F, be a set of abstract spaces of the same dimension nover U and E be the above
mentioned nonempty relation between abstract spaces P, Q) T F .

Afuzzy operation "o" isamapping o : F [ F ) ® F |, suchthat
Py oe Q) ={ A cgpqy BY% AP " BT QU ),

E(PJ,Q0).
E(PJ, Q0)

. 10 U (AB)I
ER.QD T L(A0B,...,A oB)0 (AB)T
for P, Q) 1T FJ.
The operation "o " was specified by the index E, as this operation depends on the relation E,
that determines the couples of abstract spaces and also the couples of vectors, between which
the operation is defined.

where A

Now we can define the operation between two knowledge bases in the following way.
— *1 * 2
Vg,q °g Vg,c2 - Vg,C °EVg,c |
where the type of an operation depends on the experience of an expert. It could be for
example C, E, ...
It is clear, that operations between knowledge bases could be extended onto operations
between two decision systems. But it is not the topic of this article. For more information see

[3].

4 Example
Imagine a bank wanting to find a decision system, especialy its knowledge base, that is able
to decide if the financia standing of credit applicants (firms) is good enough to give them a
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credit The system should estimate whether each firm is enable to repay it in time. Suppose
that the bank wants to decide using an information about at least two of the following most
important criterions:
c1 — Optimal Debt Ratio (indicates the covering of client's assets by external
financial sources),
c; — Optimal Profit to Owner's Net Worth Ratio (indicates the return of own
sources),
c3 — Optimal Tota Liquidity Ratio (indicates the client's handy solvency).
Assume that the bank disposes of two experts and each of them offers a proposal of his own
base of rules for the same goal g - to give a credit that will be repaid in time. Bank wants to

find the new knowledge base V. , that represents (joins together) an expert knowledge of

both experts.
Denote their knowledge basesas V. and V. ,whereCi={ ¢;,c2} andC2 ={ ¢1, ¢z, C3 }.
The following tables show expert rules of both knowledge bases:

\% \%

9.G 9.C,

C1 C2 g C1 C2 C3 g

S St S S S S S

S My S S S M2 S

S B: M1 S S B2 S
M1 S M3 S M2 S S
M3 M3 M3 S M2 M2 M2
M1 B1 B: S M B, M
B1 S Mi S B2 S M2
B: M1 B: S B> M> M
B1 B1 By S B2 B2 M2
M2 S S S

M2 S M2 S
Expert rules are described by fuzzy linguistic| M, S, B> Mo
variables: L1={X1, T(X1), [0,1], G, M4} for thefirst] M, Mo S, M-
base and Lo={X2, T(X2), [0,1], G, My} for the M, M, M, M,
second one, where the variable X, i = 1,2, isaways|[ M, B B, M,
the same for all criterions and the goa g. The[ |, B, S, M.
corresponding sets of terms are T(X1)={S1,M1,B1} M, B, M, B,
and T(Xz):{ Sz,M 2,82}, where: M2 B2 B2 B2
S means small, B, S, S, M,

M; means medium, B S, M M
Bi means big 82 S BZ M2
level of satisfaction of the criterion or of the goal. 2 2 2
Evaluations of these terms M;i(S), Mi(Mi), Mi(B), B, M S M
wherei = 1,2, are represented by the fuzzy setson a B2 M2 M2 B2
universe [0,1]. See the following two pictures. Bz M2 Bz Bz
B2 B2 S M2

B2 B2 M2 B2

By B> Bo B>
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0 Mi(S) Mi(M1) Mi(B1) 1 0 My(S) Ma(My3) M2(B2) 1

The task isto find a new expert knowledge base V. . It can be derived from primary bases

Vycand V¢ as, forexample, Ve Ce Vo, =V, ¢ Ge V, £, whereoperation C istaken

as fuzzy intersection of two fuzzy sets, i.e. (A C B)(u) = min(A(u),B(u)), where A,BI F(U).
WE'll get anew linguistic variable L={Y, T(Y), [0,1], G, M}, where Y is the same for
criterions and the goal g. All possible values of T(Y) are shown in the next table, where the
intersection of two terms could be described by: termy & termyp, for example small; & small,,
where “&” could be taken as “and” in the natural language.

& S Mo B, |Evaluations of these terms could be represented by the
S SIS SM, SB, |fuzzy sets, derived as intersections of fuzzy sets, that
M MiS, MiM, M;B, |evaluate termsof L; and Lo. The next picture shows the
Bl B]_Sz Ble B]_Bz evaluation of SCI.SQ as M(SCLSZ) = Ml(Sl)C MZ(SQ)-

0 M(E:S,) 1

Operation C means, that the operation intersection of knowledge bases is restricted by

relation E. In our case, we'll make operations only between such expert rules, that are similar,
i.e. the terms for corresponding criterions are adjoining in an ordered sequence S, M;, Bi. To

simplify the table of relation E, we use symbol V; for the expert rule from the base V. and
symbol V; ={V;;,V;,,V;3}, that represents three expert rules from the base V. . Theserules
have the same terms br the first two criterions as the rule V,and the term for the third

criterion isthen S, or M3 or By. The relation E is described in the next table, where 1 or O
mean that the corresponding couple is or is not in E, respectively.
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E \71j \72 j \73] \74 j _’5 j \76] _>7 j \78 i \79 j
\A 1 1 0 1 0 0 0 0 0
v, 1 1 1 0 1 0 0 0 0
V, 0 1 1 0 0 1 0 0 0
Vv, 1 0 0 1 1 0 1 0 0
A 0 1 0 1 1 1 0 1 0
Vs 0 0 1 0 1 1 0 0 1
v, 0 0 0 1 0 0 1 1 0
VA 0 0 0 0 1 0 1 1 1
VA 0 0 0 0 0 1 0 1 1
Now could be created the knowledge base V- .| G C2 C3 9
This base will have a most 31(i.e. number of 1 in 12 1 > S1
the above table) © 3 = 93 expert rules. In fact some SIS S1S M2 SIS
of them should be reduced. As there is not place 515 SIS B SIS
enough here, just a small part of the table of this| _S1S SM» S SIS
knowledge base could be shown. SIS SIM2 M. SIM2

3152 SlMZ Bz Sle

SIS M1S S SIS

B]_Bz B]_Bz BZ BlBZ

5 Conclusion

In this article we defined GFDS as a mathematical model of decision system. We have
introduced a knowledge base as a set of ordered ntuples of fuzzy sets (or as a subset of an
abstract space). We also showed very simple principle, which enables us to do some
operations between knowledge bases of two different decison systems. If we dea with
operations, connected with relation E, that are associative (see [3]), we could apply this
principle to more than two knowledge bases. If an operation, connected with relation E, is not
associative, then we could obtain different knowledge bases for different sequences of
decision systems.
There is a possibility to generalize an operation between abstract spaces, connected with
2-dimensional relation E, onto an operation among abstract spaces, connected with
n-dimensiond relation E. But this problem we haven't solved yet.
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Banks Concentration and Efficiency
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The problem of concentration and its relation to efficiency is often sudied in industria ecor+
omy and organisation. Such investigation, concerning manufacturing industry in Sovakia, is published in
Uncovsky L.-Brezinal (12).

The problem of concentration and efficiency of the commercia banking sector in Sovakia. is
issue of the paper (13, 14). The motivation of such an inquiry is connected with the fact, that this sector
conggts of rdatively smal number of firmsand in (8,9,10) there are published data showing their results
for 1996, 1997 and 1998.

In case of commercia banksthereisaproblem of indices, used for expressing concentration.
For manufacturing industries the volume of sdlesis used. For banks three volumes are relevant for meas-
uring performance, the volume of loans, the volume of assets and the volume of deposits. As single indi-
cator, the position of banks (deposits - loans) may be used, but there are arguments againg use of this
vaue. .\

The concentration of Sovak commercia banks studied J. Makich and R. Preisinger in (5).
Their results are interesting, as they cover the period of 1993 - 1996. They used rate of concentration
of 5 largest banks (CR5) and rate of the one largest bank (CR1). The results are following: (Teable 1)

Table 1.
1993 1994 1995 1996
CR1 Loans 40,83 36,89 35,97 31,97
Deposits 53,72 48,13 44,99 39,26
CR5 Loans 92,87 84,83 79,05 68,7

Deposits 92,17 86,21 80,61 72,49
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Own computations show these values of concentration rates:

Table 2.
1996 1997 1998

CR1 Deposits 0,363581 0,337597 0,3075

Loans 0,3466 0,319136 0,3143

Assets 0,26450 0,24036 0,21832
CR5 Deposits 0,75338 0,724699 0,70159

Loans 0,7664358 0,723375 0,68352

Assets 0,70244 0,65701 0,60280
HHI Deposits 0,20946 0,18941 0,16194

Loans 0,183905 0,15323 0,14992

Assets 0,15545 0,13091 0,11021

Sources. Thejournd TREND and dataof the National Bank of Sovakia

From data, published in the Central European Economic Review indices, concerning concentration of

commercid banksin Slovakia, Czechia, Hungaria, Poland, Romaniaand Russia, CR5 and HHI for

1996 and 1997 were cdl culated.
Table 3. CR5 for 1996 - 1998.
1996 1997 1998

Deposits Loans Assets |Deposits Loans Assets [Deposits Loans  Assets
SK 0,75240 0,76644 0,72044| 0,73442 0,71720 0,65701| 0,70159 0,68352 0,60280
cz 0,82907 0,83409 0,78826 n.a. 0,80447 0,74329 n.a. 0,86474 0,82000
HU n.a. n.a. 0,56615] n.a. n.a. 0,56986 n.a. 0,57851 0,60013
PL 0,58689 0,46870 0,52784 n.a. 0,44288 0,49483 n.a. 0,50157 0,54514
RUS | 0,34082 0,47073 0,45327| n.a. n.a. n.a. n.a. n.a. n.a.
RO 0,78961 0,93332 0,77797 n.a. na. 0,77642 n.a. 0,88734 0,85943

Source: Central European Economic Review,October 1997,1998,1999
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Table 4. CR1 for 1996, 1997, 1998

1996 1997 1998
Deposits Loans Assets |Deposits Loans Assets [Deposits Loans  Assets
SK 0,36291 0,34660 0,26450 0,34322 0,31641 0,24036( 0,30752 0,31429 0,21832
Ccz 0,29318 0,30842 0,26817 na. 0,27766 0,25456 n.a. 0,28951 0,28472

HU n.a. n.a. 0,27419 n.a. n.a. 0,26821 n.a. 0,19589 0,27882
PL 0,27243 0,15549 0,19619 n.a. 0,14809 0,19619 n.a. 0,18218 0,19452
RUS n.a. n.a. n.a. n.a, n.a. n.a. n,a. n.a, n.a.
RO 0,25533. 0,34725 0,27408 n.a. n,a, 0,25490 n.a. 0,31711 0,33838

Source: Central European Economic Review,October 1997,1998,1999

Table 5. HHI for 1996, 1997, 1998

1996 1997 1998
Deposits Loans Assets |Deposits Loans Assets [Deposits Loans  Assets
SK 0,20871 0,17982 0,15545 0,18941 0,15323 0,13091| 0,16199 0,14992 0,11021
Cz 0,18753 0,17909 0,15725 na. 0,15751 0,14527 n.a. 0,18748 0,17619

HU n,a. n.a. 0,10741 n.a. n.a. 0,10682 n.a. 0,09138 0,11748
PL 0,11646 0,06442 0,08076 n.a. 0,05943 0,07562 n.a. 0,07883 0,09407
RUS | 0,03754 0,0746 0,08083 n.a. 0,0782 0,02935 n.a. n.a. n.a.
RO 0,14744 0,24157 0,15573 n.a. n.a. 0,14945 n.a. 0,21504 0,21221

Source: Central European Economic Review,October 1997,1998,1999

In (4) the European Central Bank investigated concentration of commercia banksin EMU
countries. The following three tables show the results:

Table 6. Deposits of 5 largest banks in %.

1980 | 1985 | 1990 | 1995 | 1996 | 1997

SE na.l 57.94| 61.36| 84.31| 81.77 86.9
NL n.a.| 85.00| 79.50| 81.90| 81.30( 84.20
GR | 89.93] 89.24| 87.67| 82.95| 82.08| 79.57
PT | 62.00] 64.00[ 62.00f 76.00| 81.00| 79.00
DK | 72.00] 70.00( 82.00[ 76.00[ 74.00| 72.00
FR n.a.| 46.00| 58.70| 68.10| 68.80( 68.60
BE n.a.| 62.00| 67.00] 62.00| 61.00| 64.00
Fl 52.80[ 54.20| 46.08| 64.17| 62.69( 63.12
AT n.a.l 32.01| 31.95] 36.37| 35.77 39.06
ES | 37.20] 35.10| 31.40[ 39.20[ 39.78| 38.16
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IT n.a.| 19.90( 18.60| 42.10[ 40.40| 36.70
LU n.a. n.a. n.a.| 22.48| 27.76| 28.02
UK n.a. n.a. n.a.| 25.00] 27.00| 26.00
DE n.a. na.| 11.57| 12.55| 14.02| 14.19
Source: Ref. (3).
Table 7. Loans of the 5 largest banks in %

1980 1985 1990| 1995 1996 1997
SE n.a.| 62.65( 64.89] 90.06| 86.45| 87.84
NL n.a.| 67.10( 76.70| 78.50[ 78.10| 80.60
GR | 87.79| 93.16| 89.67[ 80.75| 78.65| 79.90
DK | 73.00[ 71.00| 82.00| 79.00| 85.00| 75.00
PT 60.00[ 60.00| 57.00] 73.00| 76.00| 75.00
BE | 55.00[ 54.00| 58.00| 61.00| 63.00| 66.00
Fl 49.85| 49.68| 49.65| 59.93| 57.98( 56.23
FR n.a.| 48.70( 44.70| 46.80[ 48.60| 48.30
IE 44.40| 47.70( 42.90| 47.50| 46.40| 46.80
ES | 36.70| 35.10| 33.40| 43.12| 42.54| 42.13
AT n.a.| 28.87( 30.07| 34.01| 33.38| 39.31
LU n.a. n.a. n.a.| 15.13| 30.06| 28.63
UK n.a. n.a. n.a.| 25.00] 26.00| 26.00
IT n.a.| 16.60( 15.10] 26.30[ 26.60| 25.90
DE n.a. n.a.| 13.48| 13.83| 13.26( 13.71

Source Ref.(3)
Table 8. Assets of 5 largest banksin %.
1980. | 1985. | 1990 | 1995 | 1996 | 1997

SE n.a.| 60.22( 70.02| 85.85| 86.21| 89.71
NL n.a.| 69.30( 73.40| 76.10[ 75.40| 79.40
Fl 51.43| 51.72| 53.48| 68.60| 73.56| 77.77
PT 60.00[ 61.00| 58.00| 74.00| 80.00| 76.00
DK | 62.00[ 61.00| 76.00| 74.00| 78.00| 73.00
GR | 85.44 82.06| 83.32| 75.66| 71.72| 71.05
BE | 54.00[ 48.00| 48.00| 54.00| 55.00| 57.00
AT n.a.| 35.88( 34.64| 39.19| 38.96| 48.26
ES | 40.10[ 38.10| 34.90| 45.55| 44.35| 43.60
IE 59.10| 47.50| 44.20( 44.40| 42.20( 40.70
FR n.a.| 46.00( 42.50| 41.30[ 41.20| 40.30
UK n.a. n.a. n.a.| 27.00] 28.00| 28.00
IT n.a.| 20.90( 19.10| 26.10[ 25.40| 24.60
LU 31.06| 26.83 n.a.| 21.23| 21.81| 22.43
DE 13.91| 16.67| 16.08| 16.68

Source: Ref. (3)
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As concentration itself is concerned the Sovak banks are highly concentrated. The 5 largest banks
share of depositsis, comparing with EMU banks on 7" place, behind Portugal and before Denmark. (in
1997). Similar it the place asfar as |oans are concerned. The share of assetsis relatively lower, but the
7th place of Slovak banksis duein this case too.

Among the other postcommunist countries, the most concentrated commercial banks are the
banks of the Czech republic. They are on thelevel of EMU banks third place. The banks of Hungary
and Poland are less concentrated and their values are on the level of EMU average. Beyond this average
is the concentration of Rumanian banks. On the other Sde the concentration of Russian banksis high,
nearly onthe level of Czech banks.

In (4) three groups of countries isidentified with regard to the status of concentration”

1. countries with high concentration above 70% (SE, NL, FI, PT, DK , GR)
2. countries with medium concentration between 40% and 60% (AT, BE, ES, IE, FR)
3. countries with relatively low concentration bellow 30% (DE, LU, UK, ITO.

From the mentioned CEE countries, SK, CZ and RO pertains to the first group, the other (HU,
PL nad RUS) to the second group.

The problem of concentration isinvestigated first of dl as afact, determining economic re-
aults the given branch. For commercid banks not only the overdl concentration of the branch isimpor-
tant, but ingde of it the Size digtribution of banks . Theissue isto find corrdation between performance
indicators and profit . Such type of anadyssisin Uncovsky (13,14).

For andysing relations of concentration and profitability for particular countries, one possible
way isto compare rarking of given countries banks according their deposits, loans and assets with rark-
ing according their ROA and ROE indices.This is done in mentioned papers.

The scope of concentrations analysisisto find relationship between concentration and efficiency.
As shown in Uncovsky,L.- Brezing, 1.(12) and Uncovsky,L (13) a(14) it isnot easy ro find significant
correlation between these phenomena. In (4) this problem is not mentioned. Thereisanaotice on p. 20.,
concerning relationship between profitability and size (in terms of total assets). A postive rlationship

between them is considered to be, not agenerd rule’.
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Results show very low corrdation between ROA and vaues of concentration. Higher are the
vaues of corrdation between ROE  and vaues of concentration. The highest vaue isthe that of ROE
and volume of 5 largest banks loans. These results do not alow to sate a significant correlation between
concentration and efficiency of banksin EMU countries. Similar isthe result of Slovak banks results

comparison.
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Non-Accelerating I nflation Rate of Unemployment:

Estimation for the Czech Republic

Osvald Vasicek, Martin Fukac

Abstract
Quantification of the Non-Accelerating Inflation Rate of Unemployment (NAIRU) is often
discussed topic, mainly in the sense of its implementation into the monetary authority
decision making. We believe that the NAIRU estimation for the Czech Republic has not been
published yet. Identified model for the short-run NAIRU is based on the new classics
theoretical approach. The modd is treated within state-space framework allowing both time-
varying parameters and unobserved variables to be identified using the Kaman filter (with
backward smoothing, alternatively). Adaptive identification method provides more robust
results in comparison with Kalman filter employed by Estrella, Mishkin (1998), Gordon
(1996) or Staiger, Stock, Watson (1996). The KFS application proved its usefulness in
modelling economies in transition. Even if the NAIRU does not represent an operative
criterion for the monetary policy, it can be a useful information source for its formation. The
Czech NAIRU model is estimated on quarterly data.

Keywords
short-run NAIRU, long-run NAIRU, Phillips curve, unemployment gap, extended Kalman

filter with backward smoothing, unobserved states, money illusion

1 Short Run NAIRU Conceptual Model

Prior to the conceptua model description, it is necessary to distinguish short-run NAIRU,
long-run NAIRU and natural rate of unemployment. The definition of exogenous shocks
affecting the NAIRU and the price level is critical issue for this distinction. The short-run
NAIRU is defined as a rate of unemployment consistent with inflation rate stabilised at its
current level for the next period (month, quarter, semester, year). Its path is affected by shocks
with both short run and long lasting impact. The long-run NAIRU is defined as the

equilibrium rate towards which unemployment converges in the absence of temporary supply

" Masaryk University, Faculty of Economics and Administration, Department of Applied Mathematics and
Informatics, Lipové 41a, 659 79 Brno, Czech republic. Email: osvald @econ.muni.cz, fukac@econ.muni.cz
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influences, ones the dynamic adjustment of inflation is completed. We refer to the short-run
NAIRU thereinafter.

The conceptual model is based on the new classical economics in what explains fluctuations
of unemployment rate around its natura rate, short run NAIRU respectively. A model of
money illusion address to explain the fluctuations in terms of agents’ surprises (unanticipated
innovations). The reason for the mistaken expectation is that they cannot distinguish relative
from general price movements (recall Lucas's misperception model). We proceed from

following assumption in deriving the theoretical model®:

- agents decision depends on relative prices,

- agents behavior isrationa regarding to a known information set,

- labour suppliers are located in a large number of physically separated competitive
markets,

- labour demand is distributed unevenly across markets, so the labour price (wage) varies
across the markets,

- labour suppliers are price takers and

- dl markets are identical in their behavioral parameters.
We leave the Phillips curve derivation from individual labour demards for a future

publication. In this article we only suggest the Phillips curve? to be established within the

microeconomic framework.

p,-pf=au,-u)+Rz +e a<0 t=12..T, (1)

where p is an inflation rate, p® is an expected inflation rate, u is an unemployment rate, u* is a
short-run or long-run NAIRU, zis a term capturing exogenous shocks affecting aggregate
price level (in the sense of Gordon(1996), Estrella and Mishkin(1998)) and & isi.i.d. with

E(q)=0aE(e &) =1s?. (2)

! see Sargent (1987)
2 see Gordon (1996)
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If p& < p: or p% > pt (price level growth is not anticipated in agents' expectations), then the
agents see this disproportion as a change of relative prices, as a changein real purchase power
respectively. This leads to a change in labour supply and in unemployment. If p% = p; then the

price level change is understood as a change in absolute prices and agents do not react.

NAIRU equation closes the model concept. The NAIRU is determined by lagged

unemployment gap and the same exogenous shocks z as the price level, or

u, =fu,_,+dDr, +?2z, +w, (3)

lI=Ut-ut* ,

where T is the unemployment gap, Dr is a change in interest rate (monetary policy tool), z is

the exogenous shocks vector and w is stochastic component with the same properties as e.

Equations (1) and (3) are added assumptions on expectation formation (autoregressive
process) and on composition of exogenous effects hitting domestic price level. Then the

model becomes

Dp, =a,; +a,i,, +a;0s, +a,0s., +a;00,, +a;D0,_, +& (4)
U, = b,U,; + b0, +byDr, +b,Dr, +bsDs. ; +bsDs,, +b,Do._; +bsDo, , +w

where Dp is the first difference of net inflation rate®, T is the unemployment gap, Ds is the
first difference of nominal effective exchange rate logarithm*, Do is the first difference of il

price index logarithm, Dr is a change of 3-monthinterest rate, and e and w are stochastic parts
defined above.

As the identification method we use the Kalman filter with backward smoothing arranged to
allow ssimultaneous estimation of both time-varying parameters and unobserved states. Here,
sate is an unobserved economic variable identified by means of structural assumptions and a
set of observed variables (signal extraction problem). We need to transform the model (4) into

the state-space representation in order to estimate time varying parameters and the

® Price deregulation (under government control) effects are excluded from net inflation.
4 Nominal effective exchange rate is defined as an 65% CZK/DEM -- 35% CZK/USD basket.
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unemployment gap simultaneously. We let parameters to be time varying to detect and

capture possible structural breaks.
2 I dentification Results

Quarterly time series are employed in the model, see Fig.1 for the data. The results of model
(4) identification with time-varying parameters are found in Fig.2 and Fig.4. Time-varying
parameters trgjectories and their confidence intervals are depicted in Fig.3. Time invariant
parameter estimates and their standard errors are reported in Tab. 1.

Figure1: Model inputs
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Table 1. Time invariant parameter estimates and their standard deviation
) Parameter estimate
Model equation Parameter
(standard error in parenthesis)
d, , a - 2,335(0,216)
U, a, 0,674 (0,169)
Dp De_, a, 0,040 (0,014)
‘ De., a, - 0085 (0,017)
Do, , a 0,003 (0,002)
Do, ag 0,010 (0,003)
T b, 1,673 (0,049)
T b, - 0,994 (0,044)
Dr,_, b, - 0,023 (0,016)
q Dr._, b, - 0,040 (0,018)
t De,, b - 0,052 (0,013)
De._, bg 0,035 (0,010)
Do, b, 0,006 (0,002)
Do,., by - 0,008(0,002)
Innovation variance
var (&) 0,0234
var (W) 0,2514

Figure 2. Estimation of NAIRU model (4)
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Figure3: Estimated time varying parameters paths and their confidence intervals
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Figure4: Short-run NAIRU, long-run NAIRU and net inflation estimates
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Path of time varying parameters seems to be stable (see Fig.3). Their filtered estimates vary
only marginally around the smoothed constant path. In this sense we can describe the model

with time invariant parameters without any loss in informational content (see Tab.1).

We can say about the development of unemployment rate and NAIRU in 1994:1.Q-1996:
IV.Q (Fig.4) that it isin part approximately steady because the net inflation is “stable” at that
time period. First well-marked break in this trend is in 1997 when the unemployment growth
begins overtaking the NAIRU growth and this tendency continues till 1999. The higher level
of estimated NAIRU in 1997 is caused by growth of 3-month interest rate and by a significant
effective exchange rate depreciation. The end of 1999 and beginning of 2000 stands for
follow-up in being NAIRU and unemployment rate at the same level. However, we can hardly
assess its stability, because even if the interest rate path and effective exchange rate path

seems to be stabilized, the oil price shock occurs.

Averaging of unemployment rate on annual intervals approximates long-run NAIRU in Fig.4.
Even if we cannot educe strict conclusions about real long-run NAIRU from this, we can use
it for hypothesis (1) testing. It is evident from Fig.4 that the relationship between p, uand u*
is in accordance with (1). If u < u*, the inflation rate accelerates (1994-1996). If u > u*, the

inflation rate decelerates (1997-2000).

3 Conclusion

This early attempt to estimate the short-run NAIRU for the Czech economy is performed on
the basis of a smple two-equation model. The Kalman filter with backward smoothing is
applied as identification method. The NAIRU model was estimated with time varying
parameters. This is convenient for transitive economy conditions. The NAIRU concept is
unusable as an operative criterion for monetary authority decision making, but we believe that
it can be an useful information source after augmentation of the basic model and its set in

wider macroeconomic framework
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An Uncertainty Principlein Economics’
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Abstract: One of the central tenets of modern financial economics is the
necessity of some trade-off between a risk and an expected return. If a
security’s expected price change is positive, it is needed areward to
attract investors to hold the capital asset and bear the corresponding
risks. If an investor is sufficiently risk averse, he might gladly pay to
avoid holding a security which has unforecastable returns. Correct
estimation and prediction of the volatility is thus most important for
major financial institutes, because volatility is directly related to usual
risk measures.

Keywords: Risk, Expected return, Stochastic Volatility, Uncertainty Principle,
Cramer-Rao Bounds, Informational Content

JEL Classifications: C1, G14

Introduction

Modern financid economics theory is concentrated on the informationa
efficiency of the options markets. Capital assets prices, conveying information
in the option markets, are depended on a volatility. Long time it is recognized

*' The research was supported by GACR 402/00/0439, 402/98/0742 and GAAS K 1075601
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on capitd markets that capita asset returns exhibit volatility clustering. Correct
edimation and prediction of volatility are mogt important for mgor financd
indtitutes, because the volatility is directly related to usud risk measures. Since
al modern theories of capital asset pricing relate first moment( risk premium) to
second moments( measures of risk). Today it is clear that sandard ARCH
models can only be the gtarting point of modd. Therefore modern theory is
concentrated on time series techniques that have been developed for modeling
s¢ . The integration of time series techniques for conditiond mean into
sructurd econometric model building has led to a much deeper and richer
underganding of the underlying dynamics. The instantaneous variance of
return implicit in the price of the call option can be interpreted as an ex
ante forecast of the average volatility of the underlying capital asset
over the life of the option (see Meton(1973)). The ability of implied
volatility to predict the future volatility of an underlying capitd asset is
consdered as ameasure of information content of cal prices. The prediction of
future market volatility is of interest due to the theoreticd reation between the
expected market risk premium and the ex ante volatility of the market(
Merton(1980)). Recent studies using the GARCH framework find that volatility
is perdgent over time (Bollerdev, Engle, and Wooldridge (1988)). This
suggests that the GARCH model may be useful in predicting future
volatility. A related modd for conditiond voldility is based on the empiricd
evidence which showed that stock returns are negatively associated with
unexpected increases in volatility. This negative association implies that

conditional volatility has an asymmetric relation to past data. To capture
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this asymmetry, the GARCH modd is modified by making a logarithmic
transformation of the conditiona variance equation (EGARCH). The GARCH
modd for voldility provides a more generd framework for evaduaing the
incrementa information content of implied volatilities than has been previoudy
avalable. The GARCH framework explicitly accounts for the time series
behavior of the volaility and the relation between expected returns and the
conditiond market volaility as wel. A predictive content of the implied
volatility was added to the GARCH mode as an exogenous variable and was
asessed that the implied volatility is an important determinant of conditiona
voldility ( Day and LewiS(19992)).

This paper is focused on adding a new edimator of volatility
constructed on Rao-Cramer-Wolfowitz information bound. It is showed that
this estimator is efficient and prices congtructed on this estimator convey dl
information and therefore markets are cleared. An information content of the
capital asset market is defined on probability distributions capital assets prices.
It is assumed that a family of probability digtributions of capital assets pricesis
an exponentid family of probability digributions. The mean-reverting Ornstein-
Uhlenbeck processis used for modeling of a stochagtic volatility ( Oksendd B.
(1998)). A byproduct of this andyss is formulated a new notion of the
economic uncertainty principle saying that a product of the variance voldility
estimator and the information content of capita asset market is bounded from
below by 1. The economic uncertainty principle says that for obtaining more
accurate estimation of the volatility is necessary to increase information content
of capital asset market as well. But the information content of the capital asset
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market is doubtless an exogenous variable. Therefore is possible to obtain only
such an accuracy of the edimation for the volatility which is prescribed by an
information content of the family (exponentia form) of probability distributions
capital assets prices.
Stochastic Volatility

Each market participant has to caculate forecasts for a capitd asset
price and for a volatility. Let us introduce equetions for these itemsConsider a
stochadtic differentia equation(SDE) for a capital asset price St

d§ =S (medt +s  >dW;) 1)
where m - the drift parameter is condant, s, - the diffuson

parameter is assumed to change over time by another SDE | w, - the Wiener

process. A solution of the SDE has the following form
S:%wp§1t£f+m>¢+wn>st9 2)
e 2 2

A modd for the stochadtic voldility can be expressed by the another
SDE formed asfollows
ds, =1 #s°- s )it +as dw, ©)
where s © - long-run meen of the valdility, s , - the actud voldility
| - theadjustment parameter,a >0 -isaparameter.
By assumption, a volatility of the capita asset price has a long-run
meen of s° . But & any time t, the actud volaility may deviate from this long-

run mean and the adjusment parameter is | . The increments dw,, are

unpredictable shocks to voldtility that are independent of the shocks to capital
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asset prices § . A solution of this SDE by the method from Oksendd  has the
fallowing form

‘s’-s
S, =S oexp(l mTSdS+a>0/\/2t'Wzo)) (4)
0 s

Let us now assume that s ° is unknown parameter. We will estimate

needed parameters from theredizationsof {St,t > 0} where
ds, = a(S,, Mdt +b(S,,s ,)dW,

_ ®)
a§,m=ms,
b(S§.s () =55
where s; representsthe expression (4).
A solution of this SDE has the following form
S =Sorexpl- a8 41 s 0= 5 ) +a Ws () ©)

Thus each market participant has to forecast both a capital asset price and a

levd of the stochadtic volatility. We redlize an estimation of long-run volaility

s % on an exponentia family of probability distributions.
An egtimator for s°

Let t=t(s) be increesng Markov stopping times adapted to the
informetion st F,,t 2 0, generated mainly by historical assets price time series

and d=d (t (S), S) be an estimator for the parameter s° . We will work
with an exponentia family of probakility distributions anly. Let us introduce an
exponentid family of probability digtributions:

For random processesthe {S , t > 0} and the Wiener process W we can

derive adensty of probability digribution in the following form
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i (sW)=exp(()  a(smaW +¢)" blss,)dW, -

(7)
;QM) a2(s, W)t - —Q "he(ss )

Let usintroduce severd technical assumptions ( see an appendix)

for both processes and probability distributions as well. Let (C,B) be a
space of continuous functionson <0,¥) S,,t20,S,=0 and B isaminimd
s-dgebra{sS,,vEt}.Let m, andmg be measureson (C,B).
Theorem
Let d =d(t(s),s) bean unbiased estimator of parameter s ?, i.e.,

E[d(t (9),9)]=s° )

then

E[d(t,s)- s °]*3 1 )

E1§” (bS5 e

Proof: A framework of this proof has used of the Rao-Cramer-Wolfowitz's
theorem (see Liptser, R.S,, Shiryaev, A.N.).
An Economic Uncertainty Principle
An economic uncertainty principle has the following form
(10)

t(s)
E[d (t ,s)-s °]° xE[Q Sjldt]3
An information content of the capital asset pricewe cdl the following

expresson
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OMR | 2 1 MONE || 2 1
(EIQ (g b(Ss ) d]) = (ElQ (s >8)'d]
t t

(11)

1(s) )

=(E[g S"d)*

Example

Let the capital asset price equation has the following form

S = Spexp|l ’(SO'St)"El>a2t>st2+a>stW] (12)

wherer isnomind interest rate, SO isinitid stock price, and nisadiscrete

time. Parameters vaues used in the following examples are:

r=018,S,=%a =02,5°=009,n=20 A behavior this equation is shown on
thefig.1

Asset Price Information Content
S082 Ly . T T T

068 -

Fig.l Fig.2
The information content of the capital asset price in this example hasthe
following expression

(ElQ Sdt])

=(E1Q (S el s °- 5 )= Sats P ra s W) (19)
:( S)z

21 s%-s,)-a%s/

XE[e(ZI (s %s,)-a%s )t (s) _ 1])-1
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The behaviour of the information content of the capitd asset price in this

example, i.e., equation (13), is demongtrated on the fig. 2.

Conclusions

A nation of the information content of the capital asset priceis very important

for finding of low bound for variance of asset price time series. Inthiscaseit is

not necessary to use an implied volatility estimator for forecasting capital asset

price. Now, we are able to construct an efficient estimator of capita asset price

with exponentia family distribution for capital asset prices and Wiener

Processes.
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Appendix
T a™ps. s yaw . =" T p(s.,s yaw
e [Q t t t Q B . t t t

o la(s, . mjdt < ¥,q'|b(S,.s )dt <¥.m, -andmg -as

0< EQ (Eb(Sus DA< ¥ L 009,91%  [d0(9,9- L

Jai(§, mdt<¥ QLS s )dt<¥,as & (a.m)id<¥d" (G-b(S.s,)d <
Q ! ' Q t ! Q qt ' Q s, e
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