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A QUEUEING THEORY APPLICATION TO THE DESIGN  
OF A COMMUNICATION SYSTEM FOR DATA TRANSMISSION  

IN URBAN MASS TRANSPORTATION 
 

Ondrej Bartl, University of Žilina, Slovakia 
 

Abstract: A queueing theory approach can help in revealing the answer to 
the question on the sufficiency of a base transceiver station capacity re-
quired for efficient data transmission in communication systems for urban 
mass transportation. Markovian queueing models have been built to obtain 
both an optimistic and a pessimistic estimate of the level of efficiency at 
data transmission for a considered capacity of a base transceiver station. 
Keywords: Markovian queueing models, reneging of customers, losses of 
customers, capacity of a server, level of service efficiency 
 

1. INTRODUCTION 
Information on a current situation in urban mass transportation in compari-
son with the prescribed time-table is quite important for the control centre of 
a public transport company. A communication system is therefore built to 
transmit position data from vehicles of public transport to the control centre. 
The infrastructure of such a communication system is usually based on the 
TETRA (Terrestrial Trunked Radio) network composed of a set of base 
transceiver stations. A base transceiver station (BTS) receives digital radio 
signals with data from public transport vehicles moving inside its attraction 
area and transmit them further to the control and data processing centre of 
the public transport company. The data from vehicles are sent in the form of 
a short data service (SDS) message. A base station can only receive 
a limited number of SDS messages per unit time, which states the projected 
disposable capacity of the base station. When a communication channel for 
data transmission is busy by transmitting data from a vehicle to the base 
station, a new short data message from another vehicle cannot be transmit-
ted and has to wait in the queue to be transmitted later. Waiting time in the 
queue is limited by a fixed limit and the message is cancelled as soon as the 
time limit is reached. It is important to know the fraction of short data mes-
sages that are transmitted. This ratio between the transmitted and all short 
data messages generated in the attraction area of the base station determines 
the level of efficiency at data transmission. If the level is high enough to be 
accepted, the disposable capacity of the base station is sufficient for the 
needs of the communication network. Queueing models can help at the 
analysis of the problem with the base station capacity. Queueing models 
should be tractable and they should describe the reality with some reason-
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able level of agreement. Markovian queueing models have been built to ana-
lyse the behaviour of the communication system for data transmission be-
tween the vehicles of a public transport company and the base transceiver 
station. As the models are some approximations to the reality, two types of 
queueing models have been employed, the one with reneging of customers 
and the other with losses of customers. 
To classify queueing models, modified extended Kendall’s shorthand nota-
tion [3] in the form of a six-part code fedcba /////  can be used. The first 
symbol a specifies the interarrival-time distribution, the second symbol b 
specifies the service-time distribution, the third symbol c specifies the num-
ber of servers, the forth symbol d specifies the limit for the number of cus-
tomers staying in the system at the same time, the fifth symbol e specifies 
the size of the source of population of potential customers and the sixth 
symbol f specifies the time limit for the waiting of a customer until service. 
When items of the shorthand code are associated with time, symbol D is 
used for deterministic time and symbol M for random time equipped with 
the memoryless property related to the exponential probability distribution. 
Memorylessness of all time distributions in a queueing model implies the 
Markovian nature of the model. 

2. QUEUEING MODEL WITH RENEGING OF CUSTOMERS 
A queueing model with reneging of customers analyses the activity of a 
queueing system with impatient customers. Any customer in such a system 
waits in the queue for a limited length of time. If the service of a customer 
does not start within the limited period of time, the customer leaves the 
queue without being served. That corresponds with the reality of data 
transmission between vehicles and the base transceiver station. Short data 
messages are customers, the base station (its communication channel for 
receiving data from vehicles) is a server and the transmission of a short data 
message from a vehicle to the base station is service. In order to obtain 
a tractable model, the deterministic fixed time limit for the waiting of a 
message in the queue has been replaced by a random exponentially distrib-
uted time limit. 
When the board computer in a vehicle generates a new short data message 
containing identification, time and position data about the vehicle, a request-
to-send the message is sent to the corresponding base transceiver station. If 
the communication channel for transmitting data messages is idle, the data 
message is transmitted from the vehicle to the base station. Otherwise the 
data message joins the queue to wait for being transmitted later. New data 
messages are generated according to some scenario, for example, when pub-
lic transport vehicles leave the stops. The Poisson process can represent the 
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arrival process of requests-to-send short data messages to the base trans-
ceiver station from the vehicles in the attraction area of the base station. It 
means that interarrival times are independent and identically distributed 
random variables kV , …,2,1=k , each having the same exponential prob-
ability distribution with mean λ1 . An exponentially distributed random 
variable, say V, is equipped with the memoryless property 
{ } { } ,0,0, ≥∀≥∆∀∆≤=>∆+≤ tttVPtVttVP  as shown below: 

{ } { } { } { } { }
{ } { }[ ] { } ( )( ) ( )[ ]

{ } .0,0,1
11

,

≥∀≥∆∀∆≤=−=

−−−=>≤−∆+≤=

>∆+≤<=>>∆+≤=>∆+≤

∆−

−−∆+−

tttVPe
eeetVPtVPttVP

tVPttVtPtVPtVttVPtVttVP

t

tttt

λ

λλλ

(1) 
If variable V represents interarrival time, the equation above says that the 
probability of the occurrence of a new arrival within the next short time in-
terval t∆  is the same when the time period t elapsed up to the current time 
point since the last arrival is either long or short. That corresponds to arri-
vals of request-to-send announcements at the base transceiver station, be-
cause the requests are sent by various public transport vehicles from various 
parts of the area covered by the base station and the number of the vehicles 
moving simultaneously inside the base station area is relatively high. Ran-
dom variable ( )tN  representing the number of arrivals in the time interval 
[ ]t,0  is Poisson distributed with mean ( )[ ] ttNE λ=  for 0≥t  and 0>λ . 
The probability mass function is given by ( ){ } ( ) !ktektNP kt λλ−== , 0≥t , 

…,1,0=k . The expected number of arrivals per unit time, ( )[ ]1NE , is the 
rate of the Poisson arrival process ( ){ }0, ≥ttN . As ( )[ ] λ=1NE , the re-
quests-to-send a short data message arrive at the base transceiver station 
with rate λ  requests per unit time. The size of parameter λ  depends on the 
scenario for sending short data messages and it can be obtained from the 
time-table of urban mass transportation. The value typical of peak hours is 
taken into account for the analysis of the communication system inside the 
base station area. 
Service time is the time period of transmitting a short data message from a 
public transport vehicle to the base station together with the accompanying 
communication operations to start and complete data transmission. Some 
random fluctuations in the whole transmission time are quite natural. Ser-
vice time can therefore be considered as a random variable (with prevailing 
short time values). An exponentially distributed random variable, say U, 
with mean µ1  fits these features. The expected number of short data mes-
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sages that the base transceiver station is able to receive per unit time is 
given by [ ] µ=UE1 , which states the disposable capacity of the base sta-
tion. 
As there is one communication channel for data transmission between pub-
lic transport vehicles and the base station, the queueing system to model the 
communication consists of one server. The length of a queue for short data 
messages waiting to be transmitted later is not limited. Thus, the number of 
customers concurrently occupying the queueing system is unlimited. The 
source of population of potential customers can be considered infinite, be-
cause many public transport vehicles are moving inside the attraction area of 
the base station at the same time and they often send short data messages to 
the base station. So, the number of requests-to-send a data message arriving 
at the base station per unit time is relatively large. 
The time to wait until service is limited for each data message by a fixed 
limit. This deterministic waiting time limit would require to have included 
the history of customer arrivals in the state information on the current situa-
tion in the queueing system. To build a tractable queueing model, it is con-
venient to replace the fixed limit by an exponentially distributed random 
variable, say T, with mean ν1 . Due to the memoryless property of the ex-
ponential probability distribution the resulting queueing system to model the 
reality possesses the Markovian property, because all the time distributions 
in the model are exponential. The customers that wait in the queue and do 
not renege are supposed to be served in accordance with the first-come-first-
served queue discipline. Hence, the queueing system to analyse the opera-
tion of the communication system inside the attraction area of a base station 
is a Markovian queueing system denoted by the code MMM ///1// ∞∞  in 
the shorthand notation. 
A continuous-time Markov chain ( ){ }0, ≥ttX  describes the evolution of the 
queueing system of the MMM ///1// ∞∞  type. Random variable ( )tX  
represents the state of the queueing system at time t, where the size of the 
state is given by the number of customers in the system (in service plus in 
the queue) at time t. As interarrival times, service times and waiting times 
until reneging are memoryless random variables, they can be regarded as 
starting to pass at the time point when the current state of the system is ob-
served. The Markovian property, when the future depends on the history 
only through the present state and the past history is not important, is there-
fore filled in accordance with the following equation [2] 

( ) ( ) ( ) ( ){ } ( ) ( ){ }
( ) ,0,,,,0,0

0,,
suSjiuxst

isXjtsXPsuuxuXisXjtsXP
<≤∈∀≥∀≥∀

==+=<≤===+
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(2) 
where S is the state space of the system, i.e. the set of all possible values of 
the state variable. The set S is given by { }…,1,0=S . Since the operation of 
the communication system is analysed for peak hours, the stationarity of 
transition probabilities ( ) ( ){ }itXjttXP ==∆+ , Sji ∈, , can be consid-
ered. Hence, 

( ) ( ) ( ){ } ( ) ( ){ } .0,0,,,0, ≥≥∆∈==∆+===∆=∆ ttSjiitXjttXPiXjtXPtp ji

(3) 
Probabilistic laws of motion describing the system evolution are based on 
the law of total probability. Using this law, the probability of the system 
state at time tt ∆+  can be expressed for any state value i as follows 

( ){ } ( ) ( ){ } ( ){ } .0,0,, ≥∆≥∈===∆+==∆+ ∑
∈

ttSijtXPjtXittXPittXP
Sj

(4) 
Taking into account the stationarity of transition probabilities and employ-
ing the notation ( ) ( ){ }itXPtpi == , 0, ≥∈ tSi , for the system state prob-
ability, we have 

( ) ( ) ( ) .0,0,,, ≥∆≥∈∆=∆+ ∑
∈

ttSitptpttp
Sj

jiji  

(5) 
Equation (5) can be manipulated as shown below 

( ) ( ) ( ) ( ) ( )

( ) ( ) ( ) ( ) ( )

( ) ( ) ( ) ( ) ( ) ( )

( ) ( ) ( )

( ) ( ) ( )tpqtpqtp

tpqtpq
dt

tdp

tp
t

tp
tp

t
tp

t
tpttp

tptptptpttp

tptptptpttp

i
ijSj
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ijSj

jiji

ijSj
iji

ijSj
jij

i

ijSj
i

ji

tijSj
j

ij

t

ii

t

i
ijSj
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ijSj

jiji

iii
ijSj

jiji

⎥
⎦

⎤
⎢
⎣

⎡
−+=′

⇔−=

⇔⎟⎟
⎠
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⎝

⎛
∆
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1

 
to obtain the system of differential equations for system state probabilities 

( ) ( ) ( ) .0,,,
,

, ≥∈+=′ ∑
≠∈

tSitpqtpqtp iii
ijSj

jiji  

(6) 
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If the limits ( )tpp iti ∞→= lim , ,Si∈  exist, we have that ( ) ii ptp =  and 
( ) 0=′ tpi , ,Si∈  for time t approaching infinity. The system of differential 

equations (6) takes then the form of the system of linear algebraic equations 
for limiting system state probabilities 

.,0 ,
,

, Sipqpq iii
ijSj

jij ∈+= ∑
≠∈

 

(7) 
The system (7) requires to have added the equation 

∑
∈

=
Si

ip1  

(8) 
stating that unknown variables ,, Sipi ∈  are probabilities. Limiting system 
state probabilities describe the probabilistic behaviour of a queueing system 
in the steady-state mode of operation. They are used to obtain performance 
measures of the queueing system. 
To analyse the behaviour of the MMM ///1// ∞∞  queueing system that 
approximately models the operation of the communication system inside the 
attraction area of the base transceiver station, the system of linear algebraic 
equations (7) must be built. When the transition rates 

( ) ,,,,lim ,0, SiijSjttpq jitji ∈≠∈∆∆= →∆  are specified, the rates 

,,, Siq ii ∈  are given by Siqq
ijSj jiii ∈−= ∑ ≠∈

,
, ,, . As 

( ) 0,,1, ≥∆∈=∆∑ ∈
tSitp

Sj ji , it follows that rates ,,, Siq ii ∈  can also be 

expressed by ( )[ ] Sittpq iitii ∈∆∆−−= →∆ ,1lim ,0, . Since the aforemen-
tioned modelling queueing system is a Markovian queueing system, transi-
tion rates jiq , , ij ≠ , are determined by standard techniques employed at the 
analysis of such systems. All the time distributions considered in the ana-
lysed queueing system are exponential probability distributions. Then the 
probabilities of the concurrent occurrence of two or more changes of a cur-
rent system state within a very short time interval, i.e. for 0→∆t , are neg-
ligibly small in comparison with t∆ . Therefore 

( ) 0lim ,0, =∆∆= →∆ ttpq jitji  for 1,, >−∈ ijSji . The only non-zero tran-
sition rates are those representing the change of the system state by one cus-
tomer. We find out, that λ=+1,kkq  for Sk ∈ , which is associated with the 
probability ( )tot ∆+∆λ  of one arrival of a customer during a very short time 
interval. The symbol ( )to ∆  denotes any function of t∆  such that 
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( ) 0lim 0 =∆∆→∆ ttot . Further we obtain, that ( )νµ 11, −+=− kq kk  for 
{ }0−∈ Sk , which is related to the probability that one customer leaves the 

queueing system within a very short time interval. This probability is a 
probability of the union of disjoint events. The current number k customers 
in the system can be decreased by one when either a customer has service 
completed with probability ( )tot ∆+∆µ  or a reneging customer leaves the 
queue with probability ( )tot ∆+∆ν  and there are 1−k  waiting customers 
who could renege. The rates kkq ,  are then given by 1,00,0 qq −=  for 0=k  
and by ( )1,1,, +− +−= kkkkkk qqq  for { }0−∈ Sk . 
The resulting system of linear algebraic equations is specified as follows 

( )[ ] ( ) …,2,1,10
0

11

10

=++−++−+=
+−=

+− kpkpkp
pp

kkk νµνµλλ
µλ

 

(9) 
together with the condition (8). Using substitutions 

( ) 1+++−= kkk pkpz νµλ , …,2,1,0=k , that lead from (9) to recurrent rela-
tions ( )[ ] kk pkp νµλ +=+1 , …,2,1,0=k , we obtain that 

( )
…,2,1,01

0

=
+

=

∏
−

=

kp
i

p k

i

k

k

νµ

λ  

(10) 
The probability 0p  is determined with the help of equation (8), which gives 
that 

( )

1

1
1

0

0 1

−

∞

=
−

=
⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢

⎣

⎡

+
+= ∑

∏k
k

i

k

i
p

νµ

λ  

(11) 
To get numerical results for limiting probabilities, it is convenient to use the 
technique of relative numbers 0ppq kk = , …,2,1,0=k , and calculate the 
values of kq  recurrently up to the value, say 1+mq , that is sufficiently small 
[1]. Then we have the following approximation obtainable from (8): 

∑∑∑ =

∞

+==
≈+=

m

k kmk k
m

k k qqqp
01001 . Hence, ∑ =

≈
m

k kqp
00 1 , and subse-

quently ∑ =
≈

m

k kkk qqp
0

, mk ,,2,1 …= , and 0≈kp , …,2,1 ++= mmk . 
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Recurrent equations ( )[ ] kk qkq νµλ +=+1 , …,2,1,0=k , to calculate relative 
numbers kq  follow from recurrent relations for limiting probabilities and 
the starting relative value is 1000 == ppq . 
As soon as approximate values of limiting system state probabilities are 
available, (long-run) performance measures of the queueing system can be 
calculated. These measures reflect the behaviour of the system in the steady-
state mode of operation. The important quantities are represented by random 
variables K, L, S. Variable K denotes the number of customers staying in the 
queueing system at any time point t (when t is large, i.e. ∞→t ). The num-
ber K comprises customers in the queue and a customer in service. The 
quantity K is thus the value of the system state ( )tX  for t large. Variable L 
denotes the number of customers waiting in the queue at any time point t 
(when t is large). Variable S denotes the number of customers in service at 
any time point t (when t is large). Approximate values of the expectations of 
random variables K, L, S are obtained as follows 

[ ] { } ∑∑
==

==≈
m

k
k

m

k

pkkKkPKE
00

 

(12) 

[ ] { } { } ∑∑∑
−

=
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−

=

−
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=+===≈
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0
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1

0

1

0
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l
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l
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(14) 
Now we can determine an approximate value for the level of efficiency at 
data transmission inside the attraction area of the base transceiver station. 
This level is given by the (long-run) ratio between the number of transmit-
ted short data messages and the number of all short data messages generated 
by board computers in public transport vehicles in accordance with 
a considered scenario for sending data messages. The values of both quanti-
ties are those concerning data transmission within the area covered by the 
base station for peak hours. The level of efficiency denoted by η  can be 
obtained using expected values of relevant random variables for the time 
period of one unit of time and the steady-state mode of system operation. 
The expected number of all short data messages generated per unit time in-
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side the attraction area of the base station is given by the arrival rate λ . The 
data messages that cannot be transmitted immediately because the commu-
nication channel for data transmission is busy have to wait in the queue to 
be transmitted later. The expected number of data messages waiting in the 
queue at any point of time is given by the expected value [ ]LE  of customers 
staying in the queue. Waiting time of a customer until reneging is consid-
ered to be the exponentially distributed random variable T with mean 
[ ] ν1=TE  in our approximate queueing model. Thus, any waiting place in 

the queue occupied by a customer can produce on average ν  reneging cus-
tomers per unit time. Since [ ]LE  waiting places are on average occupied by 
customers at any time instant, the expected number of reneging customers 
per unit time is given by the product [ ]LEν . The reneging of a customer is 
the same as the cancellation of a short date message because of its too long 
time of waiting in the queue. Hence, the expected number of short data mes-
sages that are transmitted not being cancelled per unit time is stated by the 
expression [ ]LEνλ − . The level of efficiency at data transmission is then 
determined by the fraction  

[ ]
λ
νλη LE−

=  

(15) 
The level η  can also be interpreted as the probability of the transmission of 
a data message, whilst the number η−1  stands for the probability of the 
cancellation of a data message. If the level of data transmission efficiency 
seems to be acceptable as quite great, then the disposable capacity of the 
base transceiver station (given by the expected number µ  of data messages 
that the base station is able to receive per unit time) can be evaluated as 
convenient for data transmission. The level of efficiency calculated with the 
help of the MMM ///1// ∞∞  queueing model is an approximation to the 
efficiency level in a real communication system, the features of which more 
or less correspond with an DMM ///1// ∞∞  queueing system. A fixed 
limit h for the duration of the waiting time of any short data message until 
its cancellation has been replaced by a random variable T exponentially dis-
tributed with mean v1 . It means that some messages in the model will wait 
until cancellation for a shorter period of time and some for a longer one in 
comparison with the given fixed limit h. The size of the mean v1  to model 
the time to cancellation can equal h or it can be chosen on the basis of com-
paring numerical results of probabilities such as { } hehTP ν−=> , 
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{ } gegTP ν−−=≤ 1 , { } ba eebTaP νν −− −=≤≤  for various values of the 
mean v1  where, for example, hg 3

1= , ha 3
2= , hb 3

4= . As the model al-
lows for some data messages to wait in the queue longer then a fixed time 
limit h and the situation in a real communication system is influenced by 
many other factors not included in the model, the level of efficiency at data 
transmission obtained from the model can be considered to represent an 
upper limit of a real efficiency level. The level η  given by (15) is therefore 
an optimistic estimate of a real level. 
 

3. QUEUEING MODEL WITH LOSSES OF CUSTOMERS 
To obtain a lower limit for the level of efficiency at data transmission, a 
queueing model based on the 0//1/1// ∞MM  queueing system can be 
built. This system has a Poisson arrival stream of customers with rate λ  
customers arriving per unit time, an exponentially distributed service time 
with mean µ1  time units, one server, no queue, an infinite source of popu-
lation of potential customers and the zero limit for customer’s waiting time. 
Since such a queueing system is not equipped with waiting places, the 
maximum number of customers staying in the system at the same time is 
equal to the number of servers that equals one. Customers cannot wait for 
service, i.e. the limit for the waiting time of a customer is equal to zero. Any 
customer arriving at the queueing system is rejected without being served, 
in case the server is busy when the customer arrives. Each short data mes-
sage is thus immediately cancelled if the communication channel for data 
transmission is not idle when a request-to-send the message arrives at the 
base transceiver station. No additional attempt to transmit a data message 
rejected is permitted. It is clear that the number of short data messages 
transmitted according to the model is less than the number in a real commu-
nication system. Hence, the level of efficiency at data transmission obtained 
from such a model represents a lower limit, i.e. a pessimistic estimate, for a 
real level. 
The 0//1/1// ∞MM  queueing system is a Markovian queueing system 
with losses of customers. The corresponding mathematical model is built in 
a similar way as in the previous queueing model. The state ( )tX  of the sys-
tem at time t is represented by the number of customers staying in the sys-
tem at time t. The set of possible values of the system state is given by 

{ }1,0=S . The system of linear algebraic equations for limiting systems state 
probabilities has the form of two equations 
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(16) 
together with the additional equation stating the condition for probabilities 

101 pp +=  
(17) 

The solution to the system (16), (17) is given by 

.where,
1

,
1

1
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α

α
α

=
+

=
+

= pp  

(18) 
The limiting probability ( ){ }0lim0 == ∞→ tXPp t  represents the probability 
for the occurrence of the situation when the queueing system is empty and 
the server is thus idle. An arriving customer is therefore received and 
served. Hence, the probability 0p  is the probability of transmitting a short 
data message and determines the (long-run) level of efficiency at data 
transmission. On the other hand, the limiting probability 

( ){ }1lim1 == ∞→ tXPp t  represents the probability for the occurrence of the 
situation when the queueing system is occupied by a customer in service. 
An arriving customer is therefore rejected having service denied forever. 
Hence, the probability 1p  is the probability of the cancellation of a short 
data message.  
If the lower limit for the level of efficiency at data transmission represented 
by the probability 0p  obtained from the 0//1/1// ∞MM  queueing model 
does not seem to be high enough, the scenario for sending short data mes-
sages can be modified. For example, data messages will be sent only when a 
public transport vehicle leaving a stop is behind the planned departure time 
prescribed by the time-table and the delay is greater than or equal to a given 
difference. The fraction of departures with such a delay is usually available, 
because public transport companies keep statistical data on the operation of 
urban mass transportation. The fraction can be interpreted as the probability 
for the occurrence of the aforementioned delay. Multiplying the arrival rate 
λ  by this probability of delay, a modified arrival rate modλ  can be obtained 
to represent the expected number of short data messages generated per unit 
time according to the modified scenario for sending data messages. Then the 
corresponding lower limit for the level of efficiency at data transmission can 
be calculated from the queueing model with losses of customers as well as 
the upper limit can be obtained from the model with reneging of customers. 
These estimates for the efficiency level should be interpreted as those corre-
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sponding to the transmission of more relevant data messages in comparison 
with the scenario when data messages are generated at each departure of a 
public transport vehicle from a stop inside the attraction area of the base 
transceiver station. 
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Abstract: 

The paper is one of the first attempts to fit the cusp catastrophe theory to 
stock market data. We show that the cusp catastrophe model explains the 
crash of stock exchanges much better than alternative linear and logistic 
models. On the data of U.S. stock markets we demonstrate that the crash of 
October 19, 1987 may be better explained by cusp catastrophe theory, which 
is not true for the crash of Sept. 11, 2001. With the help of sentiment 
measures, such as index put/call options ratio and trading volume (the 
former models the chartists, while the latter the fundamentalists), we have 
found that the 1987 returns are clearly bimodal and contain bifurcation 
flags. The cusp catastrophe model fits these data better than alternative 
models. Therefore we may say that the crash may have been led by internal 
forces. However, the causes for the crash of 2001 are external, which is also 
evident in much weaker presence of bifurcations in the data. Thus 
alternative models may be used for its explanation. 
JEL: C01, C53 
Keywords: cusp catastrophe, bifurcations, singularity, nonlinear dynamics, 
stock market crash 
 
1. Introduction 
Unexpected stock market crashes has been a nightmare for the financial 
world ever since the capital market existed. The catastrophe theory attempts 
to unfold a part of information we might need to understand the crash 
phenomenon. It describes how small, continuous changes in control 
parameters, or independent variables influencing the state of the system, can 
have sudden, discontinuous effects on dependent variables. In the paper, we 
apply the theory to sudden stock market changes that are known as crashes. 
Zeeman (1974) was the first to qualitatively describe the "unstable behavior 
of stock exchanges" by Thom's (1975) catastrophe theory. We extend his 
ideas by incorporating quantitative analysis. 
The article is rather empirical as it puts the theory to test on financial data. 
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As only a few papers deal with an empirical analysis of catastrophe theory, 
this paper may contribute to this research. We build on the Zeeman's 
qualitative description, and primary aim of the research is to answer the 
question of whether catastrophe models are capable of indicating the stock 
market crashes. 
What we regard as the most significant aspect is testing on the real-world 
financial data. Our key assertion is that the cusp catastrophe model is able to 
fit the data more properly than an alternative linear regression model, and/or 
nonlinear (logistic) model. We fit the catastrophe model to the data of 
October 19, 1987 crash, known as Black Monday which was the greatest 
single-day loss (31%) that Wall Street has ever suffered in continuous 
trading. As for comparison, we use another large crash, that of September 
11, 2001. The final part is devoted to the assumption that while in 1987 the 
crash was caused by internal forces, in 2001 it was external forces, namely 
9/11 terrorist attack. Thus the catastrophe model should fit the data of 1987 
well, as the bifurcations leading to instability are present. However, it does 
not seem to perform better than linear regression on the 2001 data. As the 
control variables we use the measures of sentiment, precisely OEX1 Put/Call 
ratio which appears to be very good measure of the speculative money in the 
capital market, against trading volume as good proxy for large, fundamental 
investors. 
 
2. The Cusp Catastrophe Model 
Let us assume one dependent variable  Y  , and a set of  n   independent 
variables  {X1 ,X2 , . . . ,Xn }  . Then  y   represents realization of a random 
variable  Y  , and  x i   represents realizations of  Xi  . To obtain greater 
flexibility than using linear regression technique, 2n + 2 additional degrees 
of freedom are introduced. This could be done by defining control factors 

0 1 1 ...x n nx xα α α α= + + +  and 0 1 1 ...x n nx xβ β β β= + + + . These factors determine 

the predicted values of  y   given realizations of  {x 1 ,x 2 , . . . ,x n }  , meaning 
that for each value  x   there might be three predicted values of the state 
variable. The predictions will be roots of the following canonical form 

( )30 ( ) / ( ) /x x y yα β λ σ λ σ= + − − − , (1) 
which describes the cusp catastrophe response surface containing a smooth 
pleat. λ  and σ  are location and scale parameters. In the literature on 
catastrophe theory,  xα   and  xβ   are so called normal and splitting factors, 
                                                 
1OEX are options with the Standard & Poor's 100 Index underlying 
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however, we prefer the notions asymmetry and bifurcation factors, 
respectively. Hence the statistical estimation problem is to find the estimates 
for the  2n + 4  parameters: { }0 0, , ,..., , ,...,n nλ σ α α β β  from  n   observations 

of the  n + 1  variables {Y,X1 , . . . ,Xn }. 
 
2.1. Stochastic Dynamics and Probability Density Function 
(PDF) 
Let  yt   be the function of time  t   for  t ∈ 〈0,T〉  . From a dynamic system's 
point of view, Equation (1) can be considered as the surface of the 
equilibrium points of a dynamic system of the state variable  yt   which 
follows the ordinary differential equation ( , )t tdy g x y dt= , where  g(x,yt)   is 
the right hand side of Equation (1). For real world applications, it is 
necessary to add a non-deterministic behavior into the system, as the system 
usually does not determine its next states entirely. We may obtain a 
stochastic form by an adding of the Gaussian white noise term2. The system 
is then described by a stochastic differential equation of the form 

3
( ) ( )

t

t t

t t
t x x y t

y y

y ydy dt dWλ λα β σ
σ σ

⎛ ⎞⎛ ⎞− −⎜ ⎟= + − +⎜ ⎟⎜ ⎟⎜ ⎟⎝ ⎠⎝ ⎠

, (2) 

and  2

tyσ   is an instantaneous variance of the process  yt  . The  Wt   is a 

standard Wiener process and  dWt N(0,dt)  . Hartelman (1997) has 
established a link between a deterministic function of catastrophe system 
and a pdf of the corresponding stochastic process. He showed that the pdf  
f(yt )   will converge in time to a pdf  fS(y∞ )   corresponding to a limiting 
stationary stochastic process. This has led to a definition of stochastic 
equilibrium state and bifurcation which is compatible with their 
deterministic counterpart. Instead of fitting the deterministic process where 
the equilibrium points of the system are of a main interest, the attention is 
drawn to relative extremes of the conditional density function of  y  . 
Following Hartelman (1997) and Wangenmakers et al. (2005), the pdf of  y   
is: 

                                                 
2Cobb, Watson (1980), Cobb (1981), Cobb (1985) 
 
 



22      Multiple Criteria Decision Making XIV 

( )
2 4

1| exp
2 4

x
S x

y y

y yf y x y β λ λξ α
σ σ

∞ ∞

∞ ∞
∞ ∞

⎡ ⎤⎛ ⎞ ⎛ ⎞− −⎢ ⎥= + −⎜ ⎟ ⎜ ⎟⎜ ⎟ ⎜ ⎟⎢ ⎥⎝ ⎠ ⎝ ⎠⎣ ⎦

 (3) 

The constant    normalizes the pdf so it has unit integral over its range. The 
modes and antimodes of the cusp catastrophe pdf can be obtained by solving 
the equation  dfS(. |. )/dy. = 0 , which will yield exactly implicit cusp 
surface equation - Equation (1). The parameters will be estimated by method 
of estimation developed by Hartelman (1997), Wagenmakers et al., (2005). 
As  xβ   changes from negative to positive, the pdf  fS(y∞|x )   changes its 
shape from unimodal to bimodal. It is also the reason why the  xβ   factor is 
called bifurcation factor. For  0xα =  , the pdf is symmetrical, other values 
control asymmetry, thus  xα   is asymmetry factor.  
 
Thoughtful reader has certainly noted that catastrophe theory models are an 
extension to traditional models, therefore they have to satisfy the 
requirement of the empirical testability. It should be remembered, that there 
is no single statistical test for acceptability of the catastrophe model. Due to 
the multimodality of cusp catastrophe, traditional measure for goodness of 
fit cannot be used. Considered residuals can be determined only if the 
probability density function at time  t   is one-peaked, and as the model 
generally offers more than one predicted value, it is difficult to find a 
tractable definition for a prediction error. In testing we follow Hartelman's 
(1987) approach. A comparison of the cusp and a linear regression model is 
made by means of a likelihood ratio test, which is asymptotically chi-
squared distributed with degrees of freedom being equal to the difference in 
degrees of freedom for two compared models. As it may not be sufficient to 
reliably distinguish between catastrophe and non-catastrophe models, 
Hartelman (1987) compares catastrophe model also to a nonlinear logistic 
model. As the cusp catastrophe model and the logistic model are not nested, 
Akaike information criterion (AIC), and Bayesian information criterion 
(BIC) statistics are used in a testing routine to compare the models. 
 
3. Empirical Testing 
3.1. Data Description 
We primarily test the model on the set of daily data which contains most 
discussed stock market crash of October 19, 1987, known as Black Monday. 
The crash was the greatest single-day loss that Wall Street had ever suffered 
in continuous trading, 31%. The reasons for Black Monday have been 
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widely discussed among professional investors and academics. However, 
not until today is there a consensus on the real cause. For comparison, we 
use another large crash, that of September 11, 2001. Our assumption is that 
while in 1987 the crash was caused by internal forces, the 2001 crash 
happened due to external force, namely the terrorist attack on the twin 
towers. Therefore the catastrophe model should fit the data of 1987 well as 
bifurcations leading to instability are present.  
The data represents the daily returns of S&P 500 in the years 1987-1988 and 
2001-2002 as the crashes took place inside these intervals. For the 
asymmetry side, we have chosen the daily change of down volume 
representing the volume of all declining stocks in the market. The trading 
volume represents good measure of the fundament, as it correlates with the 
volatility, and more importantly, good measure of what the large funds, 
representing fundamental investors, are doing. For bifurcation side OEX 
Put/Call ratio represents very good measure of speculative money. It is a 
ratio of daily put volume divided by daily call volume of the options with 
underlying Standard and Poor's 100 index. As financial options are the most 
popular vehicle for speculation, it represents the data of speculative money, 
while extraordinary biased volume or premium suggests excessive fear or 
greed in the stock market. These should be internal forces which causes the 
bifurcation. 
 
3.2. Results 
All the data are differenced once in order to gain stationarity. It can be seen 
that the data are leptokurtic, and much more interestingly, multimodal. For 
illustration of bimodality, we use kernel density estimation - see Figures 1 
and 2 (we use Epanechnikov kernel which is of following form:  
( ) ( ) ( )23

4 1 1K u u u= − ≤  with smoother bandwidth so the bimodality can be 
seen): 
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Kernel density of the 2 year returns of 1987 and 1988 shows clear 
bimodality, and so does the kernel density of the second set of the data, i.e. 
years 2001 and 2002. The first test we consider is Hartelman's test for 
multimodality. It is evident from the previous figures that the returns are far 
from being unimodal. However as noted in Wangenmakers et al. (2005), 
there may occur inconsistencies between the pdf and the invariant function 
with respect to the number of stable states: examples of which can be found 
in Wangenmakers et al. (2005). Thus, we make use of the proposed 
Hartelman's kernel program to test for the multimodality and we have found 
that there is 75% probability that the 1987-1988 data contains at least one 
bifurcation point, and 26% probability that the the 2001-2002 data contains 
at least one bifurcation point. These results are also consistent with our 
assumption, that the first crisis was drawn by internal market forces (c.f. the 
presence of the bifurcations in the data), whereas the 2001 crash was caused 
mainly due to external forces, 9/11 attack. 
Encouraged by the knowledge that bifurcations are present in our datasets 
we can now move to cusp fitting. As has been mentioned before, we use 
Hartelman's cuspfit software3 for this purpose. The methodology is simple. 
First, the linear, nonlinear (logistic) and the cusp catastrophe models have 
been fitted to the data. Then we have tested whether the cusp catastrophe 
model fits the data better than the other two models by the procedure 
described at the beginning of the empirical part of this paper. We have 
obtained the following results: 
In Table 1 there are the results of the cusp fit to the data of 1987-1988 which 
contains the crash of October 19, 1987. We can see that log likelihood is 
largest for the cusp catastrophe model. Chi-squared test, Akaike and 
Schwarz-Bayesian information criteria also favor the catastrophe model, and  

                                                 
3Applications are available at Han van der Maas's Website 
(http://users.fmg.uva.nl/hvandermaas/) 
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R2   is again much better for the cusp catastrophe. Thus we can conclude 
that the cusp catastrophe model offers a more suitable explanation for the 
1987 stock market crash. We believe that the quality of the fit arises from 
the choice of the variables. We have also tried other possible variables in 
order to explain the bifurcations, but none has proved as successful. The 
choice of the variables is logical as the tests for the bifurcations in the data 
confirmed their presence. 

 

Table 1: Results of the fits to the 1987-1988 dat

2

3 2 2

3 3 3

3 3 3

model linear logistic

0.1452 0.2558

log likelihood -6.09 10 -5.17 10

AIC 1.23 10 1.05 10

BIC 1.24 10 1.07 10

parameters 4 5

R

× × ×
× × ×
× × ×

cusp
0.4025

-4.95 10
1.00 10
1.03 10

6

a

  

Table 2: Results of the fits to the 2001-2002 dat

2

3 3 3

4 3 4

4 3 4

model linear cusp

0.1128 0.2023

log likelihood -0.61 10 -0.55 10

AIC 0.12 10 0.11 10

BIC 0.12 10 0.11 10

parameters 4 6

R

× × ×
× × ×
× × ×

logistic
0.4682 

0.45 10
0.91 10
0.93 10

5

a

 

Let us have a look at the second set of the data that of years 2001-2002. The 
results are in Table 2, and we can see, that the catastrophe model in this case 
is rather superfluous. The log likelihood is greater than in the linear model, 
but lower than in the logistic model. Also other information criteria favor 
the logistic model. 
These results are in fact expected as of our earlier assumption, (i.e. that the 
1987 crash was driven by internal forces, and the 2001 crash by external). 
While the 2001 data does have some bifurcations, the cusp catastrophe 
model clearly cannot fit the data significantly better than other models. This 
seems to be true, and for these data the catastrophe model did not perform 
better. However, for the 1987 crash the model seems to fit the data much 
better, and that is the sign, that the crash has occurred due to internal market 
forces. 
 
4. Conclusions 
Uncertain behavior of stock markets has always been on the leading edge of 
the research. Using the Cobb's (1985), Hartelman's (1997) and 
Wagenmakers's (2005) results we have managed to test cusp catastrophe 



26      Multiple Criteria Decision Making XIV 

theory on the financial data, and we have arrived at very interesting results 
which may help to move the frontier of understanding the stock market 
crashes further on. We may thus confirm, that the catastrophe models 
explains the stock market crash much better then alternative linear 
regression models, or nonlinear logistic model. We have fitted the data of 
the two stock market crashes, the first being the crash of October 19, 1987, 
and the second September 11, 2001. We have used the sentiment measures 
to model the proportion of technical and fundamental players in the market. 
OEX put/call ratio is a very good measure of the technical players and 
represents the speculative money in our model and the trading volume is the 
measure of fundamental players and represents the excess demand. 
We have clearly identified the bimodality of the returns using the test for 
multimodality which confirms that there is 75% probability that there is at 
least one bifurcation point in the data. Finally, the cusp catastrophe model 
fits these data much better than other models that have been used. Hence we 
conclude that the internal processes of the first dataset led to the crash in 
1987. On the other hand, the crash of the September 11, 2001 can be better 
explained by the alternative logistic model. We have also found only 26% 
probability that there is at least one bifurcation point in these data, which is 
also in line with our second assumption: that due to the fact that this crash 
was caused by external forces the presence of the bifurcations in the data is 
much weaker. 
Our findings may contribute to the frontier of the research, as it is the first 
attempt to quantitatively explain stock market crashes by cusp catastrophe 
theory. The testing has been conducted only on the restricted datasets. Thus 
further work is to test on different data which describes the situations when 
the changes in speculative money in the stock market lead to a crash. The 
main significant question, that of whether cusp catastrophe theory may help 
with an early indication of the stock market crashes still remains to be 
answered. 
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Introduction 
 
Since early theoretical papers in the field of the real business cycles 
occurred in the eighties (Kydland-Prescott, 1982, 1986), it has been shown 
that many applications of these kind of models are able to capture 
surprisingly high proportion of economic fluctuations (see Cooley, 1995, or 
the Reader of Real Business Cycle by Hartley et al., 1998, for references 
and further extensions of the RBC model, application on the U.S. data in 
Kydland-Prescott, 1990, skeptical reply then in Hartley, 1999). Up today 
their applications and tests were usually performed using the data of 
stabilized economies of West, however their applications on transition or 
developing countries are quite rare (one of them is the Bergoegin's and 
Soto's article on tests of RBC in Chilean economy from 2002). Here we 
tried to apply very simple model on the Czech economy and our motivation 
was to explore how such a simple model behaves in this specific 
environment with strange behavior of employment which does not follow 
the cycle a lot, with recession in the mid of the period caused more less 
because of policy measures and as we will see later, with consumption 
insensitive on economic fluctuation. Several “stylized facts” are 
summarized in the first section, whereas the second and the following one 
presents the model and calibration exercise on the Czech economy. Not very 
surprisingly the performance of the calibrated model for the whole sample 
1996-2007 was rather mixed: some characteristics were replicated relatively 
good, on the other hand the others, especially signs of some correlation 
coefficients seem to contradict the theory. However as the economy evolved 
over time the in-sample-fit increased to surprisingly good levels. Possible 
interpretations of that are sketched in the last section. 
 
1. The Czech Business Cycle 
 
Behavior of the main macroeconomic indicators of Czech economy since 
1996 can be seen on plots 1.1-1.3.  Plot 1.1. shows the development of the 
cyclical components of logarithms of the GDP (red) and employment (blue), 
extracted using the univariate Hodrick-Prescott filter on each variable.  The 
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next two plots depict cyclical components of time series of GDP, 
consumption and investment, estimated by univariate and multivariate 
Hodrick-Prescott filter (for details about the procedure see Mills, 2003). 
Labor input is not included in the common trend as the trend of employment 
has different pattern than the other variables. One point should be mentioned 
 here: employment is not stationary as it is but it follows a stochastic 
trend which goes down till 1999, becomes stable for several periods and 
then becomes to increase during last years since 2005. Causes and effects of 
this pattern determined by the Czech way of transition are summarized in 
collection of papers in Flek et al. (2007). Basically the increase of 
unemployment in the late nineties caused more less by the progress in 
restructuring in the industry which has been rather limited in the mid of 
nineties due to the economic policy later on known as the banking 
socialism. However as the models was written in gaps originally, this long-
term pattern is not captured by this model. Regarding other variables the 
GDP was constructed as if the economy were closed one and existed 
without governments as a sum of consumption and investment. Investment 
is the more volatile component of the GDP comparing to consumption, but 
there is one a little bit striking feature namely of the time series of 
consumption, which behaves more-less independently  on the GDP, as the 
theory would suggest pro-cyclical behavior of consumption despite with 
lower volatility than investment reflecting smoothing nature of consumer 
expenditures. Tables with descriptive statistics and correlation coefficients 
are provided in Appendix. 

 
Plot 1.1 Cyclical Components of Y=C+I and Employment 
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Plot 1.2 Cyclical Components of Y, C, I (H-P Filter) 

      
Plot 1.3 Cyclical Components of Y, C, I (H-P Filter, common trend 

assumed) 
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2. A Baseline Real Business Cycle Model 
 
The model used here is the textbook form as in Dejong-Dave (2007). 
Households solve traditional maximizing problem: they maximize their life 
time utility U, given as the expected discount flow of utilities from 
consumption ct and leisure lt: 

( )tt
=t

t

ttc
l,cuβE=U

l, ∑
∞

0
0axm .      

 2.1 
The term E0 represents that the expectations are conditional upon 
information set available at time 0, β is the discount factor determining the 
preference for current utility from consumption and leisure according to 
future utility and finally u(.) is the instantaneous utility function.  
In our setting we used the constant relative risk aversion (CRRA) function 

( )
Φ

tt
tt Φ

lc=l,cu
−℘−℘

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
−

11

1
.      

 2.2 
Households get their income from their firms equipped with a production 
technology that can be used to produce a single, non-differentiated product 
yt. The inputs for the technology are capital kt and labor of the members of 
the households nt and the technology is approximated using traditional 
Cobb-Douglass production function  

α
t

α
t

tz
t nke=y −1 ,       

 2.3 
augmented for stochastic productivity shock zt 

ttt ε+ρz=z 1− .        
 2.4 
Within each period households divide their one unit of time into labor and 
leisure, thus 

1=l+n tt .        
 2.5 
Similarly the output of the period can be used either for consumption and 
investment 

ttt i+c=y .        
 2.6 
And finally the capital increases each period for a margin of investment 
which is not used as a replacement for depreciated capital: 
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( ) tt+t kδ+i=k −11        
 2.7 
where the δ is the deprecation rate. 
The solution of the households problem might be obtained via dynamic 
programming (Stokey and Lucas, 1989, might represent a useful reference 
for this). The nonlinear system consisting from the Euler equation 
describing the intertemporal optimality condition for the consumption 
stream (2.9), the equation representing the choice of labor/leisure ratio upon 
observed productivity (2.8) and desired level of consumption and equations 
specifying variables follows (2.10-2.14): 
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α
t

α
t

tz
t nke=y −1         2.10 

ttt ε+ρz=z 1−         2.11 

ttt i+c=y         2.12 
1=l+n tt         2.13 
( ) tt+t kδ+i=k −11        2.14 

The system 2.8-2.14 has been both linearized and solved using DYNARE, 
the list of DYNARE code is attached in Appendix. 
3. Data, Calibration and Estimation 
 
The model has been parameterized using the Czech quarterly data from 1Q 
1995 to 4Q 2007. All the variables were represented in 1995 real 
counterparts and they were first seasonally adjusted using the ARIMA X11 
method and then detrended using the multivariate Hodrick-Prescott filter. 
The data are from the system of national accounts and they were provided 
by the Czech Statistical Office. The time series of yt has been constructed as 
a sum of consumption and investment as neither the government nor another 
economies are present in the model. Thanks to this the resulting business 
cycle – or simply periods with lower growth than it would correspond to the 
trend – are a bit different in comparison to the cycle of the gross domestic 
product. 
The way for calibration is following the procedure described in Dejong-
Dave (2007, ch.6): parameter β was calculated from the corresponding 
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average real short-term interest rate, which has been significantly lower than 
by Dejong and Dave proposed benchmark of 4-5%: the average was ranging 
from 2.4% to 2.8% per year depending on the subsample we used. 
Consequently corresponding value of discount factor

ρ+
=β

1
1 , where ρ is the 

quarterly discount rate, is 0.993. Usually the value of β is set to 0.99 in the 
literature, our discount factor would imply higher incentive to smooth the 
consumption over time. Such smoothing was not fully acknowledged by the 
data so we decided to lower the level and experiment with levels of β at 
0.992 and 0.991. 
Following Barro and Sala-I-Martin, 2004 the risk aversion parameterΦ in 
the models featuring intertemporal consumer optimization can be specified 
as 

( )ρr
µ

=Φ −
1         3.1 

where the 0.7%=µ is the average growth rate of the log of 
consumption, ( )0.6%,0.8%∈r as the average quarterly return on physical 
capital derived from the short term interest rates on credits in 1999-2007 
shock-free period and ρ , the discount rate, restricted to be positive, we 
received the  appropriate range for the risk aversion parameter (1;1.5) from 
which we used the almost mid-value 1.2. 
Parameters α, δ and φ are related due to the structure of the model. From the 
steady state conditions it can be shown that the relationship for these 
parameters is 

y
i

δ
ρ+δ=α ⎟
⎠
⎞

⎜
⎝
⎛          3.2 

where the yi / is the average investment output ratio, which is 
approximately 0.36 in our dataset. Similarly the time allocation parameter φ 
equals to 

( )
yc
α+

=

/
121

1
−

℘                     3.3 

with yc / as consumption-output ratio (Dejong-Dave, 2007). Using the 3.2 
and 3.3. we may generate a table of plausible combinations of  α, δ and φ for 
previously defined ρ=0.007 (Table 5). Finally the variance of shocks was set 
to 0.008. After several experiments with calculations and Bayesian 
estimation of the parameters using the Metropolis-Hastings algorithm 
implemented in DYNARE we found the appropriate values highlighted in 
the table 3.1.  
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Table 3.1: Calibration of parameters  α, δ and φ 
 
 
 
 
 
 

Table 3.2: Values of parameters used for solution and simulation 

 
4. The Results and Evaluation of the Model 
 
The results of the estimated simple real business cycle model are reported in 
following tables: 
 

Table 4.1a: Descriptive statistics of observed variables 
 

 
 
 
 
 

Note: n (employment) is from the univariate Hodrick-Prescott filter. 
 

Table 4.1b: Descriptive statistics of simulated variables 
 
 
 
 
 
 

Table 4.2: Correlations data – multivariate filter except n 
 
 
 
 
 
 
 
 
 

delta alpha phi
0,0100 0,626 0,458
0,0125 0,575 0,426
0,0150 0,540 0,407
0,0175 0,516 0,395
0,0200 0,497 0,386

Deviations from common trend
mean variance var x/var y

y 0,0000000 0,0168 1,000 0,75
i 0,0000000 0,0500 2,967 0,8
c 0,0000000 0,0131 0,776 0,84
n 0,0005460 0,0070 0,414 0,89

1st autocov

 y  c  i  n
1 -0,024 0,848 0,411y

0,144 0,022 0,087s.e.
1 -0,496 -0,363c

0,074 0,094s.e.
1 0,432 i

0,084s.e.
1 n

5% critical value (tw o-tailed) = 0,2876 for n = 47
thus => correlation 'c'-'y ' insignif icant

mean variance var x/var y
y 0,0000000 0,0237 1,000 0,892
I 0,0000000 0,0532 2,245 0,845
c 0,0000000 0,0130 0,547 1,000
n 0,0000000 0,0115 0,484 0,828

1st autocov

beta = 0.992; phi = 0.41; delta = 0.015; alpha = 0.54; pi = 1.2; rho = 0.85; sigma = 0.008;
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Table 4.3: Spearman's correlation coefficients 

 
 
 
 
 

 
Table 4.4: Correlation coefficients of simulated variables 

 
 
 
 
 
 
 
First we might observe the model predicts cyclical behavior of Y,C,I,N. The 
look on the data says something slightly different as reported in tables 4.1-
4.4 – there is one striking feature: acyclical behavior of consumption which 
has not been captured by the model. Also, predicted autocorrelations suggest 
slightly higher persistence of shocks than predicted by the model. On the 
other hand the results are surprisingly good if we consider how turbulent 
period the years of 1995-2007 were as the model captures the behavior of 
investment and employment to the output relatively good. 

Plot 4.1 Impulse responses of the technology shock 
One might claim that some of the problems are caused by short time series. 

 y  c  i  n
1 0,004 0,833 0,407y

1 -0,471 -0,366c
1 0,445i

1 n

Correlations model
 y  c  i  n
1 0,61 0,96 0,93 y

1 0,37 0,26 c
1 0,99 i

1 n
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That's for sure, due to that there are lots of uncertainties about true variances 
and correlation coefficients. Especially the correlation coefficients between 
consumption and other variables have large standard errors comparing to the 
values of correlation coefficients itself causing that we cannot conclude 
whether they are statistically significant or not. However the matrix of 
Spearman correlation coefficients which take into account order instead of 
actual values gives the same picture so that it looks the results are not biased 
by several extreme values. 
Another question is whether the results are robust on the sample. That's 
really difficult to asses as we however cannot cut of one half of the data 
without a risk of losing some important information and with keeping in 
mind that also the confidence intervals increase incredibly1. Nevermind the 
results for the end of the sample, for the years 2004-2007 are reported in 
table 4.5. 
 

Table 4.5: Results for subsample 2004-2007 
 
 
 
 
 
 
 
 
 
 

The countercyclical behavior of consumption is lost and estimated 
correlation coefficients are very close to predicted ones. But the disclaimer 
pointed out in previous paragraph remains. 
 

Table 4.6: Estimates of parameters 

 

                                                 
1 Best way will be to use a crystall ball to extract the future data if we ever had some. 

Data 2004-2007
i c y

1,000 0,270 0,931i
1,000 0,602c

1,000y
Model
i  c  y

1,000 0,374 0,963i
1,000 0,610c

1,000y

Parameters
           prior mpost. mean  conf. interval  prior pstdev

       alpha  0.480  0.4960  0.4919  0.5004 beta 0.0400
       delta  0.011  0.0054  0.0054  0.0054 beta 0.0010
         phi  0.400  0.3837  0.3793  0.3904 norm 0.0500
         rho  0.850  0.8479  0.8469  0.8488 beta 0.0500

standard deviation of shocks
           prior mpost. mean  conf. interval  prior pstdev

           e  0.008  0.0165  0.0161  0.0168 invg    Inf
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Last but not least the table 4.6 reports estimates of parameters α, δ, φ, ρ and 
σ. A posterior estimates mostly confirmed our choice with two exceptions: 
the estimated variance is two times higher than the calibrated one, however 
using that value the variances of all variables increased to levels much 
higher than present in the data. The shape of impulse responses – their peaks 
and persistence – remained, only the scale changed. This lead to decision to 
keep the The second exception was the value of the depreciation rate which 
was estimated to the level of 0.005 per quarter, a level causing unstable 
behavior of capital and also implied steady state was not stable. We suspect 
this low estimate might be influenced by unstable behavior of investment at 
the beginning of our sample, but the mechanism is not clear. 
 
Concluding Remarks 
 
This very simple model performs relatively well, with respect to predicted 
variances, ratio of variances of variables according to the variance of the 
GDP series and also with respect to predicted autocorrelations. However the 
actual behavior, namely whether some variables follow the cycle or not 
(that's the case of consumption for example) are not well captured for the 
whole post 1995 period. The consumption generated by the calibrated model 
is still much less volatile then the GDP series and it tends to smooth the 
cycle, but when the common trend is introduced, the consumption behaves 
independently over the period. This strange behavior is confirmed by both 
Pearson and Spearman correlation coefficient which are negative or non-
significant for Y-C deviations-of-trend relation, however recently the actual 
behavior is much closer to predictions of the model. Explanations of this 
phenomenon can be stated from different points of view: either we believe 
that the real business cycle theory is theoretically appropriate approximation 
of the most important economic relations, thus we can interpret the observed 
development of the variables as being caused by the transition period, or we 
may simply conclude that the actual behavior doesn't correspond to the 
model, so that the model is not a good approximation of the theory, at least 
for this period. In fact both views are about the same thing implying that for 
more precise conclusions we have to wait some more years.  
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Appendix 1: Dynare code used in this paper: 
 
var y c k i l n z; 
varexo e; 
parameters beta phi delta alpha pi rho sigma; 
beta = 0.992; 
phi = 0.41; 
delta = 0.015; 
alpha = 0.54; 
pi = 1.2; 
rho = 0.85; 
sigma = 0.008; 
model; 
c=phi/(1-phi)*l*(1-alpha)*exp(z)*k^alpha*n^(-alpha); 
c^(phi*(1-pi)-1)*l^((1-pi)*(1-phi))=beta*(c(+1)^(phi*(1-pi)-
1)*l(+1)^((1-pi)*(1-phi))*(1+alpha*exp(z(+1))*k(+1)^(alpha-
1)*n(+1)^(1-alpha)-delta)); 
y=exp(z)*k^alpha*n^(1-alpha); 
y=c+i; 
k=i(-1)+(1-delta)*k(-1); 
1=n+l; 
z=rho*z(-1)+e; 
end; 
initval; 
y = 1; 
k = 9; 
c = 0.7; 
i = 0.3; 
n = 0.5; 
l = 0.5; 
z = 0; 
e = 0; 
end; 
shocks; 
var e; 
stderr sigma; 
end; 
steady; 
check; 
stoch_simul(periods=1000); 
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AN EVOLUTIONARY APPROACH FOR SOLVING 
VEHICLE ROUTING PROBLEM 

Zuzana Čičková, Ivan Brezina 

Abstract: This article describes the application of Self Organizing Migrating Algorithm 
(SOMA) to the Vehicle Routing Problem (VRP). SOMA is an optimization method based 
on Evolutionary Algorithms that are originally focused on solving non-linear 
programming tasks containing continuous variables; therefore the use of Evolutionary 
Algorithm requires some special approaches to guarantee feasibility of solutions. In this 
article, the approach for solving VRP will be presented. The results will be compared with 
optimal solution that was obtained by GAMS. 

 
 
1. INTRODUCTION 
The vehicle routing problem (VRP) is one of the well–known combinatorial 
optimization tasks. This problem consists in designing the optimal set of 
routes for a vehicle in order to serve a given set of customers. The vehicle 
has a certain capacity and it is located in a certain depot. Each customer has 
a certain demand. The interest in VRP is motivated by its practical relevance 
as well as by its computational complexity (NP–hardness). Further on there 
exist a distance (length, cost, time) matrix between the customers and the 
depot. The goal is to find optimal vehicle routes (usually minimum 
distance).  
VRP is an important problem in the fields of transportation, distribution and 
logistics. Many methods have been developed for solving so that problem, 
as optimization methods (can be applied for small problem size), or 
heuristics with more or less success (e.g. Clarke–Wright algorithm, sweep 
algorithm etc.). Some approaches that belong to evolutionary techniques 
seemed to be effective for solving so that problem because of its 
considerable difficulty (NP–hardness). 

2. PRINCIPLES OF SELF ORGANIZING MIGRATING 
ALGORITHM 
Self organizing migrating algorithm (SOMA) was created in 1999 [4]. It can 
be classified as an evolutionary algorithm (EA), despite the fact that no new 
individuals are created during the computation, and only the position of 
individuals in the search place is changed. EA are optimization techniques 
that use mechanisms inspired by biological evolution, such as reproduction, 
mutation, recombination and natural selection. SOMA is based on the self–
organizing behavior of groups of individuals in a “social environment”. 
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Even through SOMA is not based on the philosophy of evolution, the final 
result, after one migration loop, is equivalent to the result from one 
generation derived by EA algorithms.   
SOMA, as well other EA algorithms, is working on a population of 
individuals, 1,2,...,i np=  (np–number of individuals in the population). A 
population can be viewed as a ( )1np d× +  matrix (d–number of parameters 
of individual), where the columns represent individuals. Each individual 
represents one candidate solution for the given problem that is represented 
by parameters of individual 1, 2,...,j d= . Associated with each individual is 
also the fitness ( )c jf x , 1, 2,...,i d=  which represents the relevant value of 
objective function. The fitness does not take part in the evolutionary process 
itself, but only guides the search.  
 

 fc(xi) 1 2 ....... d 
X1 fc(x1) x11 x12  x1d 
X2 fc(x2) x21 x22  x2d 
. 
. 
.     

. 

. 

. 
xnp fc(xnp) xnp1 xnp2 ....... xnpd 

Table 1 Population 
  
SOMA, as other EA algorithms, is controlled by a special set of parameter. 
Recommended values for the parameters are usually derived empirically 
from experiments [2], [4]: 

• d – dimensionality. Number of arguments of objective 
function. 
• np – population size. It depends of user and his hardware.  
• m – migrations. Represent the maximum number of iteration. 
Insufficient value of m value could results in reaching not optimal 
solution.  
• mass – path length, mass 1,1;3∈ . Represents how far an 
individual stops behind the leader. 
• step– step 0,11;mass∈ . Defines the granularity with what 
the search space is sampled. 
• prt – perturbation, prt 0,1∈ . Determines whether an 
individual travel directly towards the leader or not. 
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SOMA was inspired by the competitive–cooperative behavior of intelligent 
creatures solving a common problem. SOMA works in migration loops 
(mk).  

 
Each individual is evaluated by cost function (fitness) and the individual 
with the highest fitness – Leader ( ,

mk
L jx ) is chosen for the current migration 

loop. According to the step, other individuals begin to jump towards the 
Leader according the rule: 
 

1
, , , , , ,( )mk mk mk mk

i j i j start L j i j start jx x x x tprt+ = + −  0, by  to t step mass∈  (1) 
 
Each individual is evaluated after each jump using the objective function. 
The jumping continues, until new position defined by the mass is reached. 
Then the individual returns to that position, where the best fitness was 
found: 
 

{ }1
, , , ,min ( ), ( )mk mk mk

i j c i j c i j startx f x f x+ =  (2) 
  
Before individual begins to jump, a random number for each individual 
component is generated and is compared with prt. If the random number is 
larger then prt, then the associated component of the individual is set to 0. 
Hence, the individual moves in d–k dimensional subspace. This fact 
establishes a higher robustness of the algorithm. Parameter prt has the same 
effect as mutation for genetic algorithm. Vector prt is created before the 
individual begin to move in the search space.  
 

1, ak 0,1  >  
prt

0,  otherwise

j

j

rand prt
⎧

= ⎨
⎩

 (3) 

  
The general convention used is known as AllToOne strategy. In literature 
[2], [4] can be found different working strategies of SOMA. All versions are 
fully comparable with each other in the sense of finding optimum of 
objective function.  
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3. SOMA FOR VRP 
The presented model consists of 14 customer cities with certain demand: 
Bratislava (BA) – 6,94 units, Komárno (KN) – 6,97  units, Malacky (MA) – 
2,63  units, Nitra (NR) – 5,49  units, Považská Bystrica (PB) – 3,77  units, 
Prievidza (PD) – 9,19 units, Partizánske (PE) – 3,42 units, Pezinok (PK) – 
5,73 units, Piešťany (PN) – 5,02 units, Skalica (SI) – 1,85 units, Trenčín 
(TN) – 11,76 units, Topoľčany (TO) – 2,81 units, Trnava (TT) – 13,88 units, 
Žilina (ZA) – 8,69 units. The central depot is located in Sereď (SER). The 
vehicle capacity is set to 50 units. The distance matrix (shortest distances in 
km) between the customers and the depot was obtained from MS 
AutoRoute.  
By solving, a natural representation of individual, known from genetic 
algorithm, was used. Using this representation, the cities are listed in the 
order in which they are visited. Each city is assigned with a different integer 
value 1 to n that represent sequence of visited cities (n represent number of 
customers). Then, number of parameters of individual is d = n. The initial 
population )0(P  is generated as follows: 
 

( ) ( ) ( )0 0
,P randpermi jx d= =  1, 2,...,i np= 1,2,...,j d=  (4) 

 
This function is assigning each individual with a random permutation vector 
of integers sized d (random permutation of cities index on the vehicle route). 
If during the SOMA’s migration loop the unfeasible individual is created, 
only a valid part of individual is preserved, and that part is completed to a 
permutation size d, following idea of validity of each individual.  
Fitness is the cost of corresponding tour. SOMA algorithm has a slight 
dependence on the setting of control parameter, so it was necessary to set 
the parameter efficiently. During the computation, the used set of 
parameters was chosen on basis the article [1] that describes the use of 128 
experiments and employment of some statistical approaches (ANOVA, 
Kruskal–Wallis test etc.) to specify this parameters for traveling salesman 
problem:  prt=0,8, step=0,9. The values of d is fixed according to problem 
size to 14, parameters np=50 and mig=200, mass = 3 were used during the 
simulation. For computation system Matlab7 was used. Final result of 10 
simulation was the tour length 707 km in any case (e.g SER– PN – TN –PB 
– ZA – PD – PE –TO – SER –TT – SI – MA – PK – BA – KN – NR – 
SER).  
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This problem was also solved by optimization system GAMS used 
mathematical programming formulation as was published in [3]. The result 
was identical with tour length 707 km. 
 
4. CONCLUSION 
In this paper, we used SOMA for solving vehicle routing problem 
containing 14 customer cities in Slovakia. SOMA belongs to evolutionary 
techniques as alternative approach to classical optimization techniques 
(formulated as integer programming problem solved by GAMS). The results 
of simulation show that SOMA works efficiently for solving the VRP. 
Optimal solution obtained by GAMS was the same quality as results of all 
realized simulations.  
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NATURAL MONOPOLY COST-ORIENTED PRICE REGULATION  
 

Michal Fendek 
University of Economics, Bratislava, Slovakia 

Abstract 
 
In this paper we are dealing with the issue of the price regulation on 
the network industries market. This issue is particularly actual 
nowadays because questions about reasonable profit and objectively 
justified costs of network industries entities presently resonate in 
expert public. Besides the general characteristic of network industries 
regulation principles we will aim on presentation of type models of 
regulation, which regulate maximum reasonable profit margins for 
regulated firm on the basis of its total costs analysis. 

State has powerful tools at its disposal for the regulation of the 
monopolistic market equilibrium conditions development – the 
regulatory policy. With certain level of simplification we can tell that 
the state enforces specific regulatory mechanisms influencing natural 
monopolies behavior. 

Keywords 

Network industries, regulated prices, reasonable profit in regulated 
industries, rate of cost regulation, Regulatory Office for Network 
Industries, natural monopoly regulation,. 

1 Introduction 
 
Modern market structures in economically developed countries are generally 
represented by imperfect competition. We need to realize, that monopoly, in 
consequence of its exclusive market position as a sole supplier of commodity or 
service on the relevant market, can set the market price and supply any level of 
production, which allows it to maximize profit above the level of capacity of 
competitive company.  
 
Monopoly is, of course, acting within the legitimate market conditions and its position 
is determined by the real market situation. On the other side it is natural for such 
means to exist, which allow redistribution of this profit in a way that part of it would 
support nationwide economy development objectives of the country it is operating in. 
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In principle, there are two schemes, which can be applied by the state in regulation of 
monopoly price policy. 
 
a)  Taxation of monopoly 
  
There is a potent tool at states disposal to regulate the development of market 
equilibrium conditions on monopolistic market. It is a tax policy. In a simplified way, 
we can tell that the state is redistributing the profit of monopolistic firm through its 
taxation. This process of taxation in the imperfect competition environment has, in 
comparison with perfect competition environment, certain specificity. 
 
Firm operating in perfect t competition environment can respond to enforcement of 
particular scheme of tax burden only by modifying the amount of goods supplied on 
the market. Monopoly has, however, broader room for decision making because in its 
competence there is not only setting the amount of goods supplied on the market but 
also, after taking into account consumer behavior, setting the price of good on relevant 
market.  
 
b)  Application of specific regulatory mechanisms affecting behavior of natural 
monopolies 
 
For the regulation of subjects of the chosen industries, which are in light of their 
market share monopolies or natural monopolies, the state is creating institution, so-
called regulator, which task, under the state authority, is to create such legislative 
environment and regulatory mechanisms, which will ensure market equilibrium for 
observed commodities while granting fair profit for regulated subject. Among these 
industries particularly belong network industries, which subjects often share 
characteristics of monopolies and state has therefore desire to regulate them.  
 
In Slovak conditions the role of the regulator is represented by Regulatory Office for 
Network Industries, which role is to issue licenses, regulate prices and quality norms 
for network industry products. Regulatory offices in relation with fulfillment of 
their main mission – technical and price regulation of enterprise in regulated 
activities of chosen industries – are facing the effective solution of two tasks: 
 
(1) Preparation of working and, this needs to be stressed, competitive market 
environment for network industries goods while applying standard regulatory 
mechanisms, mainly in context of Slovak entry into the EU and gradual adaptation of 
Slovakia to the conditions on energy markets of united Europe; 
 
(2) Preparation of such analytical apparatus for network industries price regulation, 
which would guarantee effective development of regulated subjects. In the first period 
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it was equally important to eliminate deformations in prices of network industries 
products. 
 

2 Cost-oriented models of network industries price 
regulation 
 
This part of the paper will deal with price regulation scheme on the basis of return 
over costs regulation. Return over costs is scheme of natural monopoly regulation, 
which is in principle different form the model of regulation on the basis of rate of 
return. It derives the barrier for the not exceedement of reasonable profit only from 
the part of the regulated entity’s input activities, namely from the volume of 
investment. This undesirably motivated monopoly to disproportionate increase of 
capital investment, which was of course contra productive. 
 
Return over costs regulation sets the maximum profit margin for regulated firm on 
the basis of its overall costs. We can see that there is certain analogy between this 
form of regulation and regulation on the basis of the rate of return. However the 
difference is that return over costs regulation does not prefer particular cost group, 
but uses the overall costs.  
 
The idea, that firm’s profit is in this case some kind of function of its costs is of 
course mystification. This scheme, however, effectively hinders natural monopoly 
from asserting such combination of its supply and monopolistic market price, 
which would allow it to make inappropriate profit in comparison with exerted 
costs. 
 
In short, the keystone of return over costs regulation is that regulator as the base for 
regulated entity’s reasonable profit definition sets its overall costs and defines 
reasonable profit as a certain allowed percentage RoC of its costs. Analytically we 
can express this condition as  
 

( ) ( )qqnRoC π≥×  
 
or 
 

( ) ( )qKrLwRoC π≥×+××  
 
where 
q - production 
n(q)– function of the total costs of the firm, n: R→ R 
π(q)   – profit function π : R→ R 
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L - labor (production factor) 
K – capital (production factor) 
w – labor price 
r – capital price 
RoC – reasonable profit margin set by the regulator corresponding to the unit costs. 
 
Regulated output and regulated price in the return over costs environment are 
calculated by solving the following mathematical programming task 
 

( )( ) ( )( ) ( ) max,,,)( →×−×−×== KrLwLKfLKfpLKfq ππ    
  (1) 

 
subject to  
 

( )( ) ( ) ( ) 0,, ≤×+××−×−×−× KrLwRoCKrLwLKfLKfp              (2) 

0, ≥∈RLK                                                                                                    (3) 
 

Solution of the optimization task (1) ... (3) is optimal consumption volume of 
production factors labor L* and capital K*, on the basis of which, with the help of 
the production function, the regulated optimal volume of output qRoC

* is quantified 
 

),( *** LKfqRoC =  
 
And regulated optimal price pRoC

* with the help of the price-demand and production 
function on the basis of the relation 

 
),(()( **** LKfpqpp RoCRoC ==  

 
While also in this regulation approach the rate of return on revenues defined by the 
parameter RoC is respected, i.e. exogenous control parameter set by the regulator.  

 
Let us now transform the optimization task (1) ... (3) with two variables L, K into a 
task with one variable q in a following way 
 
( ) ( ) ( ) max→−×= qnqqpqπ                           (4) 

 
subject to 
 
( ) ( ) ( ) 0≤×−−× qnRoCqnqqp                                    (5) 

0≥∈ Rq                                                  (6) 
 



Quantitative Methods in Economics      49 

 

where 
t(q) = p× q  – function of revenues of the firm, t: R→ R 
n(q) =  nv(q) + nF – function of the total costs of the firm, n: R→ R 
nv(q)   – function of the variable costs of the firm, nv : R→ R 
nF  - fixed costs of the firm, nF∈ R 
RoC – reasonable profit margin set by the regulator corresponding to the unit costs. 
 
On the basis of the substitution ( ) ( ) qqpqt ×=  we can reformulate the optimization 
task (4) ... (6) to 
 

( ) ( ) max)( →−= qnqtqπ                             (7) 
 
subject toPic. 1: Regulation on the return over costs basis – ROC 
 
  
 
( ) ( ) ( ) 0≤×−− qnRoCqnqt                                 (8) 

0≥∈Rq                                   (9) 
 

Task (7) ... (9), or task (4) ... (6) analytically describes the situation that is 
geometrically interpreted on the pic. 1. Graphs of the basic functions describing 
production and cost attributes of the regulated firm and the attributes of the 
relevant market as well are taken from the return on output regulation model. 
 
Revenues function in the situation on the pic. 1. Reaches its maximum in the point 
q*, which represents supply of the firm in the elastic demand zone. Firm is selling 
its goods for a relative high price p* in the elastic demand zone, i.e. in the zone for 
positive values of the marginal revenues function t(q). 
 
Regulated firm has the tendency to set its decision making parameters in a way the 
limit set by the regulator would allow it to reach maximum profit. As we can seen 
on the pic. 1, margin of the regulated profit is represented by the curve, which is a 
transformation of the total cost curve. We get it by multiplying the function values 
by regulation parameter RoC , i.e. by the regulatory allowed portion of the profit 
from the costs.  

TC(Q) 
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Let us note that RoC parameter is not in percentage but in relative expression. So it 
has the value ( )1,0∈RoC . In the situation presented on the pic. 1. the firm will 
have volume of the output qRoC and with greater volume of the output by the lower 
price pRoC it will reach lower profit.  
 
Pic. 1: Regulation on the return over costs basis – ROC 
 

 
 
If the regulator would decide to use more strict regulation conditions and enforce 
lower allowed rate of profit RoCN , (RoC > RoCN) upon the regulated entity, the 
regulated entity would henceforth increased its output on the volume qRN by 
decreasing production price pRN and by gradual decrease of the profit. However 
price decrease and volume of output increase at the same time encourages the 
growth of the social welfare. 
 
The comparison of the products market price and production costs of the firm also 
leads to interesting conclusion while using this type of the regulation. Let us 
explore the reasonable profit margin in return over costs regulation from this aspect 
again. 
 

( ) ( )QQTCRoC π≥×                                                                                      (10) 
 

MR(Q) 

P(Q)

QRoC 

π 

Q

Regulated profit 
margin  

Q* QRN 

π, TC, P, TR, MR 

Inelastic demandElastic demand

P* 

PRoC 
More strict regulated 

profit margin  
PRN 

TC(Q) 
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In this condition we express the total cost function of the firm analytically. We get 
reformulated condition expression (10): 
 

( )( ) ( ) ( )( )FF nqnvqqpnqnvRoC +−×≥+×  
 
and after further modification  
 

 
( ) ( )( ) ( )( )FF nqnvnqnvRoCqqp +++×≤×  

 
( ) ( ) ( )( )FnqnvRoCqqp +×+≤× 1                                                            (11) 

 
After division of the equation by the supply volume q>0 we get 
 

( ) ( ) ( )( )
q

nqnvRoC
qp F+×+
≤

1  

 

( ) ( ) ( )( )
q

nqnv
RoCqp F+

×+≤ 1   

 
( ) ( ) ( )qnpRoCqp ×+≤ 1                                                                            (12) 

 
where  
 

( ) ( )( )
0, >

+
= q

q
nqnv

qnp F are total average costs of the firm. 

 
 Relation (12) represents substantial feature of the return over costs 
regulation, which also explains already mentioned mystification about direct 
relation of the regulated reasonable profit margin and total costs of the natural 
monopoly.  
  
 
3 Conclusion 
 
On the basis of the relation (12) and from the geometrical interpretation of the 
optimization task solution (1) ... (3) we can formulate the following important 
conclusions about firm behavior in the condition of the return over costs regulation: 
  

1. In general, return over costs regulation constructs reasonable profit margin 
for the regulated entity on the basis of the proportional portion of its total 
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expended costs. This proportional portion is defined by the RoC parameter. 
So primary it encourages the producer to produce greater volume of supply 
by the lower price, which is increasing social welfare. 
 
2. The particular optimal position of the regulated firm is determined by the 
characteristics of the cost function, which is directly related to the character 
of the profit function on one side, because  
 

( ) ( ) ( )qnqtq −=π  
 
And on the other side by the characteristics of the price-demand function 
p(q), which specifies elastic and inelastic demand zones. 
 
3. From the relation (16) we can see that regulated firm can set its production 
parameters, production prices and consumption of production factors only in 
a manner for its production market price to be up to RoC percent greater than 
the average unit costs of production. We can see that ineffective cost 
increase of the firm, in accordance with regulatory relation of this method, 
would be albeit creating room for reasonable profit increase however the 
validity of the relation (16) needs to be ensured and such combination of 
supply production price found, that would ensure its consumption.   
 

It is obvious that in elastic demand zone, i.e. by positive marginal revenues, 
regulated firm produces greater volume of output compared to nonregulated firm 
and tries not to waste the production factors.  
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SUPPLY CHAIN FORMATION 
 

Petr Fiala, Department of Econometrics, University of Economics, Prague 
 
Abstract: Supply chain management has generated a substantial amount of 
interest both by managers and by researchers. Supply chain formation is the 
problem of determining the production and exchange relationships across a 
supply chain. The paper is devoted to modeling and solving the supply chain 
formation problem. The problem is modeled as the task dependency 
network. Combinatorial auctions are those auctions in which bidders can 
place bids on combinations of items. Using of combinatorial auctions is 
promising for solving the supply chain formation problem. 
Keywords: supply chain management, supply chain formation, task 
dependency network, combinatorial auction 
 
1. INTRODUCTION 
Supply chain management has generated a substantial amount of interest 
both by managers and by researchers. Supply chain management is now 
seen as a governing element in strategy and as an effective way of creating 
value for customers. There are many concepts and strategies applied in 
designing and managing supply chains (see Simchi-Levi, Kaminsky, 
Simchi-Levi, 1999). The expanding importance of supply chain integration 
presents a challenge to research to focus more attention on supply chain 
modeling (see Tayur, Ganeshan & Magazine, 1999). Supply chain 
management is more and more affected by network and dynamic business 
environment. The overall business environment is becoming increasingly 
dynamic. Demand and supply for custom products can be very dynamic. 
Supply chains operate in network environment as supply networks. 
Dynamic information and decision-making models are called to 
accommodate this new changes and uncertainties. Complex business 
negotiations often involve interrelated exchange relationships among 
multiple levels of production. Te paper describes an approach for modeling 
and solving the supply chain formation problem. The problem is formulated 
in Section 2. The model as the task dependency network is introduced in 
Section 3. In Section 4, using of combinatorial auctions for solving the 
supply chain formation problem is presented. Results and possible 
extensions are discussed in Section 5. 
 
2.  SUPPLY CHAIN FORMATION PROBLEM 
Supply chain formation is the problem of determining the production and 
exchange relationships across a supply chain (Walsh, Wellman, Ygge, 2000, 
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Walsh, Wellman, 2003). To respond to rapidly changing market conditions, 
companies must be able to dynamically form and dissolve business 
interactions, requiring automated support for supply chain formation. 
Agents in the supply chain are characterized in terms of their capabilities to 
perform tasks, and their interests in having tasks accomplished. A central 
feature of the model of the problem is hierarchical task decomposition. In 
order to perform a particular task, an agent may need to achieve some 
subtasks, which may be delegated to other agents. These may in turn have 
subtasks that may be delegated, forming a supply chain through a 
decomposition of task achievement. Constraints on the task assignment arise 
from resource contention, where agents require a common resource to 
accomplish their tasks. Tasks are performed on behalf of particular agents. 
If two agents need a task then it would have to be performed twice to satisfy 
them both. In this way, tasks are the same as any other discrete, rival 
resource. Hence, there is no distinction in the model, and use the term 
“good” to refer to any task or resource provided or needed by agents. The 
assumption that goods cannot be shared or reused is necessary for analysis.  

 
3. TASK DEPENDENCY NETWORK 
The problem, can be formulated as so called a task dependency graph 
(Walsh, Wellman, Ygge, 2000). A task dependency network is a directed 
acyclic graph G = (V, E), representing dependencies among agents and 
goods. V = G ∪ A, where G is the set of goods and A = C ∪ Π is the set of 
agents, comprised of consumers C, and producers Π. Edges, E, connect 
agents with goods they can use or provide. There exists an edge <g, a> from 
g ∈ G to a ∈ A when agent a can make use of one unit of g, and an edge <a, 
g> when a can provide one unit of g. When an agent can use or provide 
multiple units of a good, separately indexed edges represent each unit. The 
goods can be traded only in discrete quantities. 
 
Figure 1 shows an example task dependency network for a supply chain 
problem. Here the goods are indicated by circles, and agents by boxes and 
triangles. Suppliers and consumers are indicated by boxes and producers by 
triangles. The numbers under agent boxes represent production costs and 
consumption values. An arrow from an agent to a good indicates that the 
agent can provide that good, and an arrow from a good to an agent indicates 
that the agent can make use of the good.  
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Fig. 1. Task dependency graph 

 
An allocation is a subgraph (V’, E’) ⊆ (V, E). For g ∈ G, an edge <a, g> ∈  
E’ means that agent a provides g, and <g, a> ∈  E’ means a acquires g. A 
producer is active iff it provides its output. A producer is feasible iff it is 
inactive or acquires all its inputs. Consumers are always feasible. An 
allocation is feasible iff all agents are feasible and all goods are in material 
balance, that is the number of edges into a good equals the number of edges 
out. 
 
The value of allocation (V’,E’) is: 

(( ,́ ´)) ( ´) ( )́c
c C

value V E v E k Eπ
π∈ ∈Π

≡ −∑ ∑ , 

where 
vc is consumption value for the consumer c, kπ  is production cost for the 
producer π. 
The set of efficient allocations contains all feasible allocations (V*, E*) 
such that  
 
value((V*, E*)) = max(V’,E’){value((V’, E’)) | (V’, E’) is feasible }. 
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A solution is a feasible allocation such that one or more consumers acquire a 
desired good. If c ∈ C ∩ V’ for solution (V’, E’), then (V’, E’) is a solution 
for consumer. 
Figure 2 presents a suboptimal solution and Figure 3 presents an efficient 
solution of the supply chain formation problem.  
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 

Fig. 2. Sub-optimal solution 
 
Value of allocation is: 7 – 2 – 1 – 3 – 3 = – 2. 
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Fig. 3. Efficient solution 
 
Value of allocation is: 15 – 2 – 1 –  4 = 8. 
 
4. COMBINATORIAL AUCTION MECHANISM 
Auctions are important market mechanisms for the allocation of goods and 
services. Design of auctions is a multidisciplinary effort made of 
contributions from economics, operations research, informatics, and other 
disciplines. Combinatorial auctions are those auctions in which bidders can 
place bids on combinations of items, so called bundles. The advantage of 
combinatorial auctions is that the bidder can more fully express his 
preferences. This is particular important when items are complements. The 
auction designer also derives value from combinatorial auctions. Allowing 
bidders more fully to express preferences often leads to improved economic 
efficiency and greater auction revenues. However, alongside their 
advantages, combinatorial auctions raise a host of questions and challenges 
(Cramton et al., 2006).  
 
Using of combinatorial auctions is promising for solving the supply chain 
formation problem (Walsh, Wellman, Ygge, 2000, Walsh, Wellman, 2003). 
Combinatorial auction mechanism is one-shot mechanism. Agents submit 
bids reporting costs and values, and then the auction computes an allocation 
that maximizes the reported value and informs the agents of results. An 
agent pays the price it bid for the allocation it receives. If the auction 
receives more money than it pays out, the proceeds are distributed evenly 
among all consumers. 
 
Bidding Language 
Agent a places a bid ba of the form 

<ra ,<g1 ,qa
1>, . . . , <gn ,qa

n>> 
where 
qa

i is the integer quantity that agent a demands (positive for input demands 
and negative for output demands) for good gi, and 
ra is its reported willingness to pay (or be paid, in the case of negative 
numbers) for the demanded bundle of goods. 
 
Given a set of bids B, the auction computes the winning allocation from: 

( ) max
a

a ax b B
f B r x

∈

= ∑  

subject to 
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0
a

i
a a

b B
q x

∈

=∑ , i = 1 . . . n, 

where xa = 1 if agent a wins the bid, and xa = 0 otherwise. 
 
Combinatorial Bidding Policies 
If agents behave non-strategically (i.e., bid their true valuations) in the 
combinatorial auction mechanism, then the result will always be an efficient 
allocation. 
 
Analysis for the case when agents behave strategically 

• Assumption that it is common knowledge that consumer bid 
their true values. 
• Producers play Bayes-Nash equilibrium strategies. 
• N buyers one seller case with producer’s cost and consumer’s 
values drawn from uniform probability distribution [0,1], and buyer i 
has value vi for the good, then a Bayes-Nash equilibrium bidding 
policy is 

1 (1 )r k k
Nπ π π= − − − . 

Plausible bidding policy for complicated networks: 
• A producer bids to obtain a fraction of the expected available 
surplus scaled by the expected proportion of its contribution to the 
global value. 
• Let Π* ⊆ A be the producers participating in the efficient 
allocation. The contribution of these producers to the value of the 
allocation is ∆* , where 

∆* = f* (A) - f* (A− Π*). 
• The contribution ∆π of a producer to the value of an 
allocation is the difference between the efficient global value, and 
the global value with π excluded from the allocation,  

∆π = f* (A) - f* (A− {π }). 
• A producer’s relative contribution can then be defined in 
terms of its expected proportional contribution, conditional on its 
being part of the efficient allocation. 

 
5. CONCLUSIONS 
The task dependency network model provides a basis for understanding the 
automation of supply chain formation. Using of combinatorial auctions is 
promising for solving the supply chain formation problem. There are some 
ways to extend the bidding policies to accommodate more general 



60      Multiple Criteria Decision Making XIV 

production capabilities and consumer preferences. With these extensions it 
can be modeled capabilities and preferences on multi-attribute goods (e.g., 
goods with multiple features such as quality and delivery time, in addition to 
price and quantity) by simply representing each configuration as a distinct 
good in the network. 
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CHINA'S CITIES: A DATA ENVELOPMENT ANALYSIS OF 
INVESTMENT CLIMATE EFFICIENCY 

 
GERALD GROSHEK 

 
Abstract:  Since opening its economy, China has experienced an almost 
unbroken string of impressive GDP growth rates.  However, equally 
important in China's recent development has been the impressive growth in 
internal inequality.  This study measures the investment climate across 120 
Chinese cities using data envelopment analysis as an alternative ranking that 
is compared with the World Bank's approach.  The overall investment 
effectiveness results are then presented using a geographical information 
systems (GIS) approach to illustrate the competitiveness among China's 
cities.    
Keywords:  Data envelopment analysis, Chinese growth and inequality, 
regional investment climate. 
 

1. Introduction 
China's economic development continues to be the focus of interest and 
uncertainty in academic studies with much attention paid to macro measures 
of its strong economic growth rates.  A closer look reveals a rather high 
degree of  regional unevenness in China's development.  For example GDP 
per capita in southeast China is 50% greater than in northeast China and 
150% greater than in central and southwest China.  The UNDP estimates 
China's Gini coefficient at 44.7 with the share of income of the lowest 20% 
at 4.7% and that of the richest 20% at 50% (UNDP, 2006). Consequently, 
the study of China's economic development has increasingly turned to the 
geographic disparities inherent in the gradualist approach to economic 
reform.  Policy reforms initiated in the 1970s in the special economic zones 
have subsequently been spread beyond the coastal regions.  Several studies 
(Bai, Du, Tao, and Tong forthcoming; Kaufmann, Kraay, and Zoido-
Lobaton 1999, 2002; Tenev, Zhang, and Brefort 2002; and Wang and Yao 
2001) explore a variety of possible causal factors behind China's uneven 
economic development.  Standard economic growth models attribute per 
capita income disparities to differences in capital-labor ratios, which 
suggests that the unevenness in investment across China's regions follows 
from uneven investment within China's cities. 
Recently, the World Bank (2006) provided an examination of these regional 
differences based on an extensive dataset of the institutional, market, 
infrastructure, and local policy characteristics of 120 Chinese cities.  The 
report developed previous—and more limited—studies (Dollar et. al. 2003a, 
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2003b, 2003c) in an attempt to characterize how the efforts of local 
governments in China to improve public sector efficiency and market 
structures have affected economic development, factor productivity, and 
investment.  The World Bank study employs multiple criteria to correlate 
investment climate and government effectiveness with a series of location 
characteristics.  The result is a ranking that places cities into rating quintiles 
that is then aggregated according to geographic location.  Although this is 
similar to previous studies, there is no attempt to disaggregate the results 
below six rather large regional clusters.   
While offering an useful data set, the World Bank study provides an 
inconsistent and often confusing analysis of the factors contributing to the 
variance in investment climates among the 120 cities.  The methodological 
approach is limited by an inconsistent nomenclature and a lack of clarity as 
data results do not follow the exposition.  Several factors cited as relevant 
(expectation of informal payments for loans; average number of days need 
to clear customs; output losses due to inadequate power or transport 
infrastructure; industrial waste disposal; average per capita green space; 
infant mortality; per capita education expenditures; and unemployment rate) 
are not supported with data.  Several factors not identified as relevant to 
local variation in investment climate (number of employees; miles of graded 
roads; electricity prices) appear in the data table, but are not covered as an 
independent factor in the exposition of relevant factors.  While including 
labor costs as a factor in the city characteristics, it is unclear if the wage data 
are meant to reflect this indicator. 
This study extends the World Bank analysis by applying data envelopment 
analysis to 20 city level characteristics across 120 cities.  The application of 
data envelopment analysis1 (DEA) to the World Bank dataset might provide 
greater insight into the character of China's development.  DEA enables a 
consistent evaluation of the importance or weight of each input 
characteristic for each city location.  In addition to providing an output or 
efficiency ranking of Chinese cities that is compared to previous rankings, 
the DEA efficiency results are mapped in a geographical information 
systems (GIS) framework to illustrate the pattern of regional efficiency and 
development in China.  The GIS framework plots each city's relative 
success as a decision making unit (DMU) to determine if spatial 
considerations play a role.  Here, the GIS framework will assist in 
determining if efficient locations are clustered according to the limited 
regional groupings established in the World Bank study or dispersed 
throughout China in some alternative pattern.  
                                            
1 See Cooper, Seiford, Tone (2006)  
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2. Data – The Decision Making Units, Inputs, and Outputs 

Methodologically, this study constructs efficiency measures for each city 
location based on the data characteristics from the WB study.  These 
characteristics form a set of inputs that contribute to each city's efficiency in 
maximizing output objectives as measured in terms of local shares of 
multinational investment and total factor productivity.   
 
Table 1.  Input Measures Leading to Effective Investment Climate  

 
A decision making unit (DMU) is regarded as an entity responsible for 
converting inputs into outputs and whose performance is to be evaluated.  In 
this study, the DMUs are the individual 120 Chinese cities included in the 
World Bank study.  The input data includes 20 efficiency factors identified 
in the World Bank study that contribute to the local investment climate.  As 
noted in Table 1, these factors are categorized according to a series of city 
characteristics, government effectiveness measures, and indicators of 
progress towards a harmonious society.  The output data include each city's 

1. City characteristics 
1. per capita GDP 
2. economic growth 
3. transport costs 

2. Government effectiveness 
1. taxes and fees 
2. firm expenditures on entertainment and travel 
3. time spent on bureaucratic interactions 
4. customs clearance performance 
5. balance between private sector firms and state-owned enterprises 
6. labor flexibility 
7. access to bank loans 
8. skills and technology 
9. protection of property and contract rights 
10. adequacy of power and transport 

3. Harmonious society 
1. environment 

1. air quality 
2. industrial waste disposals 
3. per capita green space 

2. health 
1. health insurance coverage for permanent workers 
2. infant mortality 

3. education 
1. female share in total school enrollment 
2. per capita expenditures on education 
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share of foreign direct investment.  For each city DMU, the numerical data 
available for each input and output need not be congruent and are assumed 
to be non-negative with smaller amounts preferable for inputs and larger 
amounts preferable for outputs so that the resulting scores reflect the DEA 
efficiency principles described below.    
 

3. The Basic CCR-I Model and the Dual Problem 
The study proceeds using a standard variant of data envelopment analysis 
based on the Charnes, Coopers, Rhodes approach.  Since we are interested 
in minimizing inputs in Table 1 while generating at least the given levels of 
output (inward FDI flows), the methodology uses the Charnes-Coopers-
Rhodes input-oriented model (CCR-I).  As noted in Cooper, Seiford, and 
Tone (2005, p43), the CCR-I model used here is based on the matrix (X,Y), 
and is formulated as an LP problem with row vector v for city characteristic 
input multipliers and row vector u as FDI output multipliers.  The 
multipliers form the variables in the LP model given in the following vector-
matrix notation: 
 (LP0)      0max uy      (1) 
           subject to:           

10 =vx       (2) 
                             0≤+− uYvX                                                (3) 
                                 0,0 ≥≥ uv      (4) 
For a typical primal linear programming problem, this gives: 

the Matrix ⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
−

=
YX

x
A

00 ;  

vector ;
0
1
⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
=b  

vector ( )00 ycT = ;   
and vector of primal variables that comprises  the input and output 

weights:   ⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
u
v

 

To express the dual problem of (LP0), we employ a standard real variable θ  
and a nonnegative vector ( )Tnλλλλ ,...,, 21=  of variables as follows:  
 
 (DLP0)     θmin       (5) 
subject to:            
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                                      00 ≥− λθ Xx                                            (6) 
     0yY ≥λ         (7) 
          0≥λ            (8) 
where for typical dual linear programming problem gives: 
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and vector of dual variables including a scalar efficiency 
measure for each city DMU (θ ) and values of the reference set: 
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The feasible solution for the (DLP0) is ( )00,1,1 0 ≠=== jjλλθ  where 

the optimal θ  (denoted by ∗θ ) is less than or equal to 1.  The constraint in 
(7)—when combined with the nonzero (i.e. semi-positive) assumption for 
the data— constrains λ  to be nonzero because 0≥Y  and 00 ≠y .  Also, 
because θ  must be greater than zero (from (6)), its optimal value is bounded 
as follows:  
   10 ≤< ∗θ .     (9) 
 
4. DEA Efficiency Results and Discussion  
Each of the 20 characteristics were evaluated as inputs against the FDI 
inflows in each of the 120 Chinese cities (DMUs).  In order to focus on the 
ranking of each city relative to the factors in Table 1 and to compare with 
the results of the World Bank (2006) study, the results examined here are 
limited to measures of Pareto-Koopmans efficiency that result from ratio 
efficiency (θ =1) and zero input slack.  Table 2 presents the efficiency 
scores for each city ranked according to the average score of each DMU 
over all 20 criteria.  As noted above, the feasible solution in the dual 
equation (DLP0) includes ( )00,1,1 0 ≠=== jjλλθ .  When all conditions 
within this outcome occur, the DMU is considered to be CCR or Pareto-
Koopmans efficient.  When an optimal efficiency score ( ∗θ =1) is obtained, 
the member state is ratio efficient and positioned along the efficient frontier.  
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Additionally, if no other DMU serves as an efficiency reference, there is 
zero slack and the city is its own reference.2   
Table 2. DEA Top 40 Efficiency Results  

  Rank DMU     Efficiency Score

       
Rank 

 
DMU 

 
    Efficiency 
Score 

1 Zhuhai 1.0000 21 Dalian 0.9434 
1 Yuxi 1.0000 22 Fuzhou 0.9131 
1 Xiamen 1.0000 23 Nantong 0.8762 
1 Wenzhou 1.0000 24 Jiaxing 0.8720 
1 Suzhou 1.0000 25 Shaoxing 0.8336 
1 Shenzhen 1.0000 26 Weihai 0.8284 
1 Shantou 1.0000 27 Ganzhou 0.8165 
1 Shanghai 1.0000 28 Wuxi 0.8124 
1 Nanjing 1.0000 29 Qingdao 0.7950 
1 Lianyungang 1.0000 30 Jinhua 0.7940 
1 Jiangmen 1.0000 31 Foshan 0.7902 

1 Huizhou 1.0000 
32 Changzhou 0.7850 

1 Hangzhou 1.0000 33 Yantai 0.7825 
1 Haikou 1.0000 34 Huzhou 0.7717 
1 Guangzhou 1.0000 35 Linyi 0.7626 
1 Chongqing 1.0000 36 Yancheng 0.7118 
1 Dongguan 1.0000 37 Langfang 0.6900 
18 Zhangzhou 0.9989 38 Beijing 0.6808 
19 Ningbo 0.9910 39 Maoming 0.6614 
20 Quanzhou 0.9748 40 Weifang 0.6553 
World Bank Golden Cities in Bold; Silver Cities in Italics 
Of the 120 cities considered, only 17obtain CCR or Pareto-Koopmans 
efficiency.  Three of these cities (Xiamen, Suzhou, and Hangzhou) also 
appear on the World Bank's list of Golden cities as denoted by bold 
typeface.  A further six cities that achieve Pareto-Koopmans efficiency also 
appear as Silver cities (Shenzhen and Shanghai for example) according to 
the World Bank.  It is evident that the World Bank study excludes several 
cities found to be efficient through DEA analysis.  Additionally, several 
cities deemed by the World Bank to be Golden (Shaoxing, Qingdao, and 
Yantai) or Sliver (Beijing for example) rank lower in the DEA evaluation.  
The difference might result from the more consistent use of the input criteria 
and relative input weightings of the DEA evaluation that are not found in 
the World Bank ranking.   

                                            
2 Weak efficiency occurs when only ratio efficiency is present.   
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Taken together, the 120 cities can be evaluated graphically using a 
geographical information systems approach to illustrate any patterns in the 
location significance of each DMU.  By dividing the city DMUs into 
quartiles based on their DEA efficiency score, it is possible to illustrate any 
patterns that might indicate spillover effects from the presence or absence of 
efficiency among Chinese cities and whether these characteristics are based 
on distinctions between large regional groupings as in the World Bank 
study.  Inefficient cities (0,00 to 0,24 and 0,25 to 0,49) are represented by 
the finely hashed lines.  The more CCR efficient cities are represented by 
the dashed lines (0,50 to 0,74) and the solid lines (0,75 t0 1,00).  It is not 
surprising to find that the most efficient cities are located along the 
southeast and northern coast.  However, a couple of pockets of efficiency 
appear in south central China where income per capita is generally lower as 
noted above.  This result indicates that improving investment conditions in 
this region might result in greater income potential if extended on a scale 
found in costal China.  In terms of inefficient cities, there are several zones 
of lower efficiency that exist side by side with their more efficient 
counterparts.  Although the general view finds that efficiency is more well-
established along the coast with lower efficient cities appearing as one 
moves north and west, there appear to be more than six regional groupings 
with variation in efficiency that crosses standard geographical boundaries.   
Figure 1. Location of Zones of Efficiency Among Chinese Cities 
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5. Conclusion 

This paper provided a alternate view of the efficiency of China's cities based 
on and application of DEA to the 2006 World Bank dataset.  The results 
indicate that the World Bank's approach to analyzing the data might not 
incorporate the relevant factors in a consistent manner when identifying 
efficient cities.  The mapping of these results demonstrates that efficiency 
differences across China's cities are more refined than that suggested in 
reference to large regional groupings.  It would be productive to add a time 
series aspect to the DEA approach to provide insight into the significance of 
each input factor to each city, as well as how each city might improve its 
investment climate efficiency.  This exercise must wait the repeated 
collection of annual data.  Further work could expand on the efficiency 
results by incorporating the DEA results for input weights into a spatial 
framework that will enable a determination of whether Chinese cities with 
similar input weights are clustered or dispersed. 
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Abstract 
This paper reviews the general and Czech literature in macroeconomic modelling 
from more than half a century of model-building. The first part of the paper deals 
with the historic approaches when constructing the core of these macroeconomic 
models and then with the elementary tendencies of econometric macroeconomic 
modelling. The second part summarises the latest development of structural   
macroeconomic modelling for the Czech economy. The third part is aimed at issue 
of macroeconomic data for evaluation of proposed models. In the summary of the 
paper it is optimisticly said that at present it is possible to specify the segments of 
the macroeconomic models of the Czech market economy and verify this model for 
Reuters EcoWin database quarterly data since 1993 resp. 1995. 
 
Keywords 
Macroeconomic modelling, model specification, model evaluation, econometric 
methodology. 
 

1 Introduction 
The overview of 60-year development of macroeconomic modelling brings 
a wide range of existing models which can be classified according to many 
criteria – time, model specification, methodology, model range, model 
complexity, dynamics, pre-requisitions of the modelling, modelling of a 
certain type of the economy, using the model etc.  
The objective of the paper is to introduce an evaluation for present 
specification of the macroeconomic model of the Czech market economy in 
the context of the EU accession. The basic question is: “Is it possible to 
create, adequately estimate and use for prediction or simulation a smaller 
standard market economy model and at the same time to respect certain 
specific problems related to the institutional changes or shocks?”  
 

2 History and problems of macroeconometric modelling  
A minimum 50-year history of  macroeconomic modelling is a basic source 
for understanding in the process of  the creation of a new macroeconomic 
model and at the same time of an adequate approach for estimation, 
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simulation and further analysis of the economic systems behaviour, 
investigations of the segments stability and possibilities how to use the 
proper economic policy tools. The background monitoring articles dealing 
with the history and basic approaches towards macroeconomic modelling 
are A. Valadkhani (2004) and K. Šmídková (1995). Valdkhani follows the 
history of macroeconometric modelling in the period from the late 1940s to 
the 1960s and show that this field has contributed to the expanding 
knowledge of both economists and econometrics. There were several issues 
invalidated the use of macroeconometric models from the early 1970s:  

 theoretical contrasts with rational expectations theory,  
 structural instability,  
 the arbitrary division of endogenous-exogenous variables of 

the model,  
 the possible existence of the problem of unit roots (spurious 

regressions) and insufficient amount of econometric „know-how“.  
Macroeconometric modelling in developing countries has been subject to 
criticisms on a greater scale because of the presence of an additional adverse 
factor of data unreliability.  In criticising the Cowles Commission approach, 
which is based on the structural multi-equation modelling,  motivated 
econometricians to devise three famous methodologies:  Sims’s a theoretical 
VAR (data-driven approach – there are no exogenous variables), Leamer’s 
methodology (redefining the concept of exogeneity, the implementation of 
the Bayesian approach), Hendry methodology is the London School of 
Economics methodology, which accepts structural models  and adopts 
general dynamic autoregressive distributed lag (ADL) model. 
Śmídková (1995) deals with the basic directions of macroeconomic 
modelling in the period from the late 1950s to the 1980s. Historic cores of 
the models generated during 1950s- 1960s  were based on Keynes’ effective 
demand theory and were focused on behaviour analysis of final aggregate 
demand (sectors of private consumption, government consumption, 
investment and export) and Keynes’multiplicators. It usually regards the 
flow quantities and monetary and financial area are often exogenous inputs. 
In 1970s – 1980s the original macroeconomic models were extended as 
follows: modelling of aggregate supply behaviour (supply-side modelling), 
modelling of financial markets (flow of funds analysis), modelling of long-
term (dis)equilibrium ((dis)equilibrium modelling) and modelling of 
problems for small open economy with focus on different behaviour of the 
domestic and foreign sector. The basic models are derived from American, 
Scandinavian, British and Canadian schools. The critics of using 
macroeconomic models in the following areas are reminded:    
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 an application of estimated models for the simulations of 
economic policies, 
 a possibility to formulate and estimate in long-term periods 

(shocks change model parameters), 
 a differentiation in advance of  exogenous and endogenous 

variables, 
  a constant model changing in a way that R2 and t-statistics 

would fit the best. 
The paper specifies four selected macroeconomic models: 

 Klein-Goldberger model dated back to 1952 (Klein´s model),  
 Rhomberg model for Canada dated back to 1959 (aimed at 

exchange rate issue of a small open economy),  
 a macroeconomic model of London Business School of 

Economics – 70-ies  (a big model), 
 a Swedish central bank model coming from 1988 (a small 

highly aggregated model). 

3 Selected existing macroeconomic models of the Czech economy 
The insight in macroeconomic modelling of the Czech economy can be 
divided into two groups. The first group deals with the specification of the 
macroeconomic model core only with no econometric verification and the 
second group deals with the estimation and use of these models. 
 In the first group we can find two essential papers: 

 Hanousek a Tůma (1994) who tried to propose a simple 
macroeconomic model (11 equations) for an application in the Czech 
transition economy. There are discussion on the specification of a 
model, the availability of data, the number of observations and the 
stability of parameters.  The proposed framework is based on an IS-
LM model (Keynes’ scheme) and an inclusion of production 
functions, a Phillips curve and labour market is considered. 
 Komárek (1997) who dealt with a proposal of possible 

segments of a future macroeconomic model of Czech economy as a 
small open transition economy. A question is discussed if it is 
possible to use a model for centrally planned economy or it is better 
to construct a new transformation model based on modifications of 
market economy models. The model structure is divided into three 
blocks – real, monetary and foreign. The segment proposal is based 
on Keynes’ approach in log linear form and the issue of a Phillips 
curve, foreign and external debt, reactive position of the central bank 
and adoption processes are presented in a greater detail.  
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 The second group of structural macroeconomic modelling of Czech 
economy with an evaluation includes following publications:  

 Pelikán (2001) who created a Czech economy model for the 
prognoses and teaching. It is based on the IS-LM model describing 
the real and monetary market (an equation of consumption function, 
investment function, money demand equation, money supply, 
equation of import and export, money expenditures and personal 
incomes).  
 Further publication Hušek, Pelikán (2003) compares 

estimations of the alternatively specified macroeconomic models for 
the Czech Republic.  
 Monograph Tuleja (2004) attends to describe the theoretical 

and methodological fundaments for building of macroeconomic 
models, to estimate and verify this model using 11 behavioural 
equations for the periods of Q1_1995-Q4_2003. The 
macroeconomic model described both the material and financial 
flows in the Czech economy. The method of OLS was applied for 
estimation of the each behavioural equation. Paper of Hančlová 
(2007) continues and deals with formulating and estimating 
modified Tuleja’s macroeconomic model of the Czech economy 
using simultaneous-equation relationships.   

4 Macroeconomic data and their problems 
Macroeconomic data of the Czech Republic for macroeconomic modelling 
are mostly non-consistent and they include a lot of quantitative and 
qualitative problems (see Rublíková, Ivaničová (2005), Komárek (1997), 
Hanousek, Tůma(1994)) - an economic system change, a whole statistics 
system change, permanent shock influence, time-series duration.  
The Czech economy was a centrally planned economy for more than fifty 
years and the transformation process affected macroeconomic data statistics. 
The splitting of the Czech and Slovak Republics caused the troubles with 
historic macroeconomic data that have not been followed at federal level, 
e.g. M1 and M2 monetary aggregates. This situation can be solved by an 
introduction of dummy variables and revised macroeconomic statistics. 
To achieve the objectives set by the Treaty on European Union, and more 
specifically Economic and Monetary Union, the new European System of 
National and Regional Accounts (ESA 95) is introduced from 1979. The 
new system will provide its users with a more comprehensive and more 
detailed methodology and in the precision and accuracy of the concepts, 
definitions, classifications and accounting rules which have to be applied in 
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order to arrive at a consistent, reliable and comparable quantitative 
description of the economies of the Member States. The implementation of 
ESA95 for macroeconomic modelling of the Czech economy implies the 
problems of time-series methodology changes and approximation of non-
followed quarterly macroeconomic data e.g. private consumption.  
The influence of shocks in a transitional economy is monitored by the 
internal changes (institutional changes) and by foreign markets (e.g. oil 
price shocks, stock exchange trading). It is presumed to use time series of 
the Reuters EcoWin database including quarterly real data since 1993.    
To sum up this part it is observed that time series for macroeconomic 
modelling of the Czech economy are constantly non-consistent but the 
situation is getting better for the Czech transitional economy modelling.  

5 Conclusions 
In the first part the paper deals with the historic development of structural 
macroeconomic modelling from the point of a model core proposal with 
regard to the methodology. The above mentioned approaches are separated 
in general and later, with focus on the Czech economy. Further on, the 
present issues of gaining macroeconomic data are presented and problem 
solution is suggested.  
To sum up I would like to declare optimistically that nowadays after 
15years of market economy introduction and after the EU accession we can 
specify the segments of the macroeconomic model of the Czech market 
economy and verify it for the Reuters EcoWin database quarterly data since 
1993, resp.1995. This estimated model should be investigated further on 
towards short-term predictions and simulations.  
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Abstract: The concept of subgame perfect equilibrium (to which folk 
theorems for infinite horizon games apply) requires only immunity to 
unilateral deviations in all proper subgames. Strong perfect equilibrium 
takes into account also deviations by coalitions of players. Nevertheless, it 
fails to exist in many games of economic interest.  The immunity to 
deviations by the grand coalition is often in conflict with the immunity to 
deviations by smaller coalitions. In the present paper we discuss some 
possibilities of resolution of this conflict. 
 
1. INTRODUCTION 
A subgame perfect equilibrium is the most widely used solution concept for 
infinite horizon discrete time non-cooperative games with discounting of 
future payoffs. (We restrict attention to infinite horizon discrete time games 
with discounting of future payoffs. Nevertheless, some ideas and 
conclusions in this paper apply also to infinite horizon discrete time games 
with other evaluation relations and to continuous time games.) Folk 
theorems for these games state that each strictly individually rational vector 
of discounted average payoffs is the equilibrium vector of discounted 
average payoffs in some subgame perfect equilibrium if the discount factor 
is close enough to one.   
It is plausible that long term rivalry can lead to cooperation between (some 
or all) players. Therefore, it is desirable to develop and study solution 
concepts for infinite horizon games that take into account also deviations by 
(non-singleton) coalitions of players. Rubinstein’s (1980) concept of strong 
perfect equilibrium requires immunity to deviations by all coalitions of 
players in each proper subgame. Unfortunately, it fails to exist in many 
infinite horizon discrete time games with discounting of future payoffs. In 
particular, in infinitely repeated games it fails to exist when the Pareto 
efficient frontier of the set of individually rational stage game payoff vectors 
has no sufficiently large flat portion (i.e., a sufficiently large portion that is a 
subset of a hyperplane of the vector space with the dimension equal to the 
number of players). Maskin and Tirole (1988), Bernheim and Ray (1989) 
and Farrell and Maskin (1989) consider only two-player games and pay 
attention to deviations by the grand coalition. (Bernheim et al. (1987) 
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formulate their concept called Perfectly Coalition-Proof Nash equilibrium 
only for games with a finite number of stages.)  
Infinite horizon discrete time oligopoly games with discounting of future 
payoffs belong to the best known and most widely studied infinite horizon 
discrete time games of economic interest. In these games deviations of 
coalitions other than then grand one (which contains all players) do not 
cause a problem. Under usual assumptions (e.g. a Cournot oligopoly with a 
homogeneous product and the price falls to zero for some sum of outputs), 
each firm can (when it has or can build a sufficient production capacity) 
prevent any competitor from earning a single period profit exceeding its 
continuation average discounted profit in a subgame in which it is punished.  
Thus, each firm can punish a deviation by the coalition containing all other 
firms. Also, a deviation by any coalition that does not contain all firms can 
be punished by the remaining firms. At the same time, it is worth noting that 
– for the same reason – in each deviating coalition (with at least two 
members) any deviation by its strict subcoalition can be punished by the 
remaining coalition’s members. Thus, (unlike in the case of finite horizon 
games studied by Bernheim et al. (1987)) we cannot disregard deviations by 
coalitions on the basis of their vulnerability to deviations by strict 
subcoalitions.  
 From all this it follows that deviations by the grand coalition represent the 
main problem in construction of equilibria immune to deviations by all 
coalitions in infinite horizon discrete time oligopoly games with discounting 
of future payoffs. In order to avoid these deviations continuation 
equilibrium payoff vectors during punishments of deviations by smaller 
coalitions, including unilateral deviations, would have to be (at least 
weakly) Pareto efficient. This is often impossible to achieve. Thus, there is a 
conflict between coalition-proofness (immunity to deviations by non-
singleton coalitions and especially deviations by the grand coalition) and 
standard concept of (subgame perfect) equilibrium (i.e., immunity to 
unilateral deviations). In the present paper we discuss some possibilities of 
resolution of this conflict. In the next section we deal with solution concepts 
that impose restrictions on deviations by the grand coalition taken into 
account. In Section 3 we discuss possibilities based on restrictions on the 
type of strategies that the players use.  
 
2. RESTRICTIONS ON THE GRAND COALITION’S DEVIATIONS TAKEN INTO 
ACCOUNT 
Restrictions on the grand coalition’s deviations reduce the set of strategy 
profiles to which the players are allowed to (collectively) switch in any 
(proper) subgame.  The simplest requirement is the immunity to 
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renegotiations from one continuation equilibrium to another continuation 
equilibrium of the same (subgame perfect) equilibrium in an infinitely 
countably repeated game with observable actions. This approach is justified 
by the fact that (in such game) all subgames are (proper and) identical. 
Thus, at the beginning of each period, irrespective of history, players should 
have the option of collectively renouncing their prescribed strategies, and 
adopting the strategies prescribed for any other subgame. This implies that 
an equilibrium should not have two continuation equilibria such that the 
continuation equilibrium payoff vector in one of them strictly Pareto 
dominates the continuation equilibrium payoff vector in the other one. 
Farrell’s and Maskin’s (1989) concept of weakly renegotiation-proof 
equilibrium (WRPE; it coincides with Bernheim’s and Ray’s (1989) concept 
of internally consistent equilibrium) expresses the latter requirement. 
Nevertheless, it is formulated only for two-player infinitely repeated games.    
Of course, an infinite repetition of a stage game Nash equilibrium is a 
WRPE for any discount factor. Nevertheless, we are interested in WRPEs in 
which the equilibrium vector of average discounted payoffs is (strictly) 
Pareto efficient with respect to the set of individually rational stage game 
payoff vectors. Usually, in such equilibria any player can increase his single 
period stage game payoff by deviating from the stage game strategy profile 
prescribed for the first period of the repeated game.    
Consider a continuation equilibrium in which a punishment of a previous 
deviation by player { }2,1∈i takes place. Player i ’s payoff in this 
continuation equilibrium has to be lower than his payoff in the continuation 
equilibrium that would have been played if he had not deviated (otherwise, 
i would not be punished). Therefore, the principle of weak renegotiation-
proofness requires that payoff of player { } {}ij \2,1∈ in the former 
continuation equilibrium is no lower than in the latter.  
There are approaches in the literature that extend the principle of weak 
renegotiation-proofness to games with more than two players (and combine 
it with other requirements that are not relevant for two-player games). 
Horniaček (1996) considered a strictly weakly renegotiation-proof 
equilibrium (SWRPE) in an infinitely countably repeated game with 
observable actions. It is a semi-strict quasi-strong perfect equilibrium 
(SQSPE) that has no two continuation equilibria such that payoff vector in 
one of them weakly Pareto dominates payoff vector in the other. (The 
attribute ‘strictly’ reflects the fact that, unlike in WRPE of Farrell and 
Maskin (1989), also weak Pareto domination between continuation 
equilibrium payoff vectors is ruled out.)  A SQSPE is immune in each 
subgame to all deviations by all coalitions other than the grand one 
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(including, of course, singleton coalitions) that would increase a 
continuation payoff of at least one member of the coalition without 
decreasing continuation payoff of any other member.  For each coalition 
C other than the grand one, a SWRPE has to have a continuation 
equilibrium in which at least one member of C   is punished for a previous 
deviation by C , his continuation equilibrium payoff is lower than his payoff 
in the continuation equilibrium that would have been played if C had not 
deviated, and at least one of the other players has a continuation equilibrium 
payoff higher than his payoff in the continuation equilibrium that would 
have been played if player C  had not deviated. 
Farrell (1993) defines quasi-symmetric WRPE as WRPE in which all 
innocent players (i.e., non-deviators) block renegotiation from a 
continuation equilibrium triggered by a deviation back to the initial 
continuation equilibrium. (That is, during a punishment of player i all other 
players have continuation equilibrium payoff no lower than their 
continuation equilibrium payoff when no player is punished.) This 
requirement implies that some payoff vectors that can be sustained (for the 
discount factor close enough to one) as an equilibrium vector of average 
discounted payoffs in a SWRPE cannot be sustained as an equilibrium 
vector of average discounted payoffs in a quasi-symmetric WRPE. 
Moreover, Farrell does not pay attention to deviations by non-singleton 
coalitions other than the grand one. 
 
Example. Let stage game be the symmetric Cournot oligopoly producing a 
homogeneous product, with 2≥n firms, (normalized) inverse demand 
function [ ) [ ]1,0,0: →∞p  in the form ( ) { }0,1max QQp −=  (where Q is the 
sum of outputs of the oligopolists) and cost function [ ) [ )∞→∞ ,0,0:ic in 
the form ( ) iii yyc γ= , ( )1,0∈γ , (where iy is the output of firm i ) for each 
firm { }ni ,...,1∈ . This stage game is infinitely countably repeated with the 
same discount factor ( )1,0∈δ  for all firms. 
The interior of the (weak and also strict) Pareto efficient frontier of the set 
of individually rational payoff vectors in the stage game, which we denote 
by ℘, is the set of all vectors with n positive components that sum up to 

2

2
1

⎟
⎠
⎞

⎜
⎝
⎛ − γ  (which is the monopoly profit in this setting). Suppose that we 

want to sustain a vector ∈℘*v  as the vector of average discounted payoffs 
in a SWRPE in the repeated game for values of discount factor close enough 
to one. The easiest way to satisfy the requirements of SWRPE is to punish 
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each deviation by each coalition { }nC ,...,1≠ by producing (for sufficiently 
large but finite number of periods) vector of outputs y (that, of course, 
depends onC ) with 0=iy  for each firm { } { }jni \,...,1∈ , where Cj∉ , 
and 0>jy . In order to punish deviations (by firms other than j or coalitions 
of them) during the punishment by restarting it, the best response against 
outputs of other firms in y  has to give each firm ji ≠ single period profit 
lower than *

iv . This requires 

  *21 ij vy −−> γ .      (1) 
 At the same time, we require that output vector y gives firm j single period 
profit exceeding *

jv . (If this requirement is satisfied then firm j ’s 
continuation equilibrium profit when it is a punisher exceeds its 
continuation equilibrium profit when it is not a punisher.) Thus, we want 

that ( ) ( ) ⎟
⎠
⎞

⎜
⎝
⎛ −−+

−
−−−

−
∈ *2*2 41

2
1

2
1,41

2
1

2
1

jjj vvy γγγγ . This leads to 

the requirement  

 ( ) 0241
2
1

2
1 **2 >+−−+
−

− ij vvγγ .    (2) 

Condition (2) is satisfied for the symmetric distribution of the monopoly 

profit (i.e., ( )
n

vi 4
1 2

* γ−
=  for each { }ni ,...,1∈ ) for any 2≥n . Thus, for each 

2≥n  there is an interval of values of the discount factor close to one for 
which the symmetric distribution of the monopoly profit is sustainable as 
the equilibrium vector of average discounted profits in a SWRPE in the 
repeated game. 
In order to sustain (for discount factor close enough to one) the symmetric 
distribution of monopoly profit in Farrell’s quasi-symmetric WRPE, during 
the punishment of a single player deviation the 1−n  punishers have to 

produce together output (using (1)) ( )
n

Q
4

121
2γγ −

−−> .  The distribution 

of Q  among them has to be such that each of them earns profit no lower 

than ( )
n4

1 2γ− . This requires that ⎥
⎦

⎤
⎢
⎣

⎡ −
+

−−
−

−
∈

nn
Q 1

2
1

2
1,1

2
1

2
1 γγγγ . 

This leads to the condition 
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( )
nn 4

1211
2

1
2

1 2γγγγ −
−−>

−
+

− .     (3) 

Condition (3) is satisfied only for 9<n . Thus, for 9≥n  (irrespective of the 
value of the discount factor) the symmetric distribution of the monopoly 
profit is not sustainable as the equilibrium vector of average discounted 
profits in a quasi-symmetric WRPE in the repeated game. 
Farrell and Maskin (1989) consider also a strong renegotiation-proof 
equilibrium. (This concept coincides with a strongly consistent equilibrium 
of Bernheim and Ray (1989).)  It is a WRPE with the property that no one 
of its continuation equilibrium payoff vectors is strictly Pareto dominated by 
a continuation equilibrium payoff vector of another WRPE. So far there are 
no generalizations of this solution concept to games with more than two 
players. 
 
3. RESTRICTIONS ON THE PLAYERS’ STRATEGIES 
So far one type of restriction has been imposed in the literature on the 
players’ strategies in connection with immunity of an equilibrium to 
deviations by coalitions. Maskin and Tirole (1988) applied Markov 
strategies (and Markov perfect equilibrium) to an infinitely countably 
repeated symmetric Bertrand duopoly with discrete sets of possible prices, 
constant marginal costs and no fixed costs. In odd-numbered (even-
numbered) periods t  firm 1 (firm 2) chooses its price, which remains 
unchanged until period 2+t . Markov strategies prescribe the same behavior 
in all subgames that are identical. - in Maskin’s and Tirole’s (1989) model  
in all subgames in the first period of which the same firm cannot change its 
price and its price is fixed at the same level. 
Maskin’s and Tirole’s (1988) concept of a renegotiation-proof Markov 
perfect equilibrium requires for each subgame immunity to all deviations by 
the grand coalition (that increase a continuation payoff of both players) to 
another profile of Markov strategies. For discount factors close to one the 
unique renegotiation-proof Markov perfect equilibrium is the simple 
monopoly kinked demand curve equilibrium (SMKE). In this equilibrium 
each firm (i) cuts price to the monopoly price mp when the market price (the 
other firm’s price fixed for the current period) is above mp , (ii) cuts its price 
immediately to 

−
p when the market price is between 

−
p and mp ; and (iii) 

raises its price to mp when the market price is below 
−
p . The fact that in 

each period only one firm can change its price and the choice of 
=
p ensure 
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that no firm can gain by abandoning the punishment of a previous deviation 
by the other firm. At the same time, the choice of 

−
p has the consequence 

that SMKE is not strictly Pareto dominated in terms of payoffs by another 
Markov perfect equilibrium (that is not its continuation equilibrium). 
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Introduction 
 
We have developed a difference equation model for the GDP projections.1 It 
is a macroeconomic model based on three principal macroeconomic 
variables – GDP, or gross domestic product (Y), C, or consumption 
expenditures and I, or investments expenditures. In this model we assume 
that the time period is cut up into periods, and the variables move in jumps 
one period to the next. The reason was that the economic data are presented 
in the form of quantities relevant to a period rather than to a point of time.  
 
1. The basic structure of the interaction model 
 
In this section we want to describe a model based on second-order 
difference equation. The principal macroeconomic variables in this model 
are GDP (Y), consumption expenditures (C) and investment expenditures 
(I). The developed model is an interaction model as it can be seen from the 
relationship between investment and consumption expenditures. The model 
consits of these equations: 
 
  Y(t) = C(t) + I(t)      (1) 

  C(t) = αY(t - 1)      (2) 

  I(t) = β[C(t) – C(t – 1)]     (3) 

      Y(0) = Y0 , α > 0 ,   Y(1) = Y1 β > 0 

To solve this model we are obliged to use two steps. First of all, from the 
model we can derive the appropriate difference equation. This may be done 
by substituting the second and third equation into the first. We will get: 

  Y(t) - α(1 - β)Y(t – 1) + αβY(t – 2) = 0   (4) 
                                                           
1 The model was developed in VEGA research project at FHI, Economic University 
Bratislava. 
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Having this difference equation we can in the second step to solve it. As it 
can be seen it is homogenous second order difference equation. We want to 
get a path of the GDP so we can substitute 

  Y(t) = axt       (5) 

And getting 

  xt - α(1 - β)xt – 1 + αβxt – 2 = 0     (6) 

respectively after small manipulation 

 xt – 2 [(x2 - α(1 - β)x + αβ] = 0      (7) 

Thus Y(t) = axt is a solution if2 

 x2 - α(1 - β)x + αβ = 0      (8) 

i. e, if 

 
( )

2
4)1(1 22 αββαβα −++±+

=x     (9) 

As we know, there are two possible values for x: 

  
( )

2
4)1(1 22

1

αββαβα −++++
=x    (9a) 

and 

  
( )

2
4)1(1 22

2

αββαβα −++−+
=x    (9b) 

both of which will satisfy the characteristic equation. It means that we have 
two solutions3: 

  Y(t) = a1x1
t      a     Y(t) = a2x2

t    (10) 

                                                           
2 R. Shone: Economic Dynamics. CUP,  Cambridge, 2003. 
3 G. Gandolfo: Economic Dynamics. Springer,  London 1996. 
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When there are two such possible solutions, a more general solution would 
bethe sum of the two: 

  Y(t) = a1x1
t +  a2x2

t.      (11) 

where a1 and a2 are arbitrary constants. 

This general solution will now be handled differently, depending upon the 
nature of the roots x1 and x2 of this quadratic equation. There are three 
possible cases: 

• The roots are real and unequal, 

• The roots are real and equal 

• The roots are complex, i.e., they involves imaginary numbers. 

In the first case we can proceed directly to step III. We need to introduce 
two initial conditions so as to specify the arbitrary constants a1 and a2: 

  Y0 = Y(0) = a1x1
0 +  a2x2

0 = a1  +  a2    (12) 

  Y1 = Y(1) = a1x1
1 +  a2x2

1     (13) 

Solving these two equations for a1 and a2, we get 

  
21

201
1 xx

xYY
a

−
−

=       (14) 

  
12

101
2 xx

xYY
a

−
−

=       (15) 

So the general solution thus becomes: 

 

  tt x
xx
xYY

x
xx
xYY

tY 2
12

101
1

21

201)( ⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
−
−

+⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
−
−

=    (16) 

where x1 and x2 are given above in terms of α and β.  We are in a very good 
situation. The various possible time path of the GDP can bee explored. 
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The time path may be oscillating or not, and damped or explosives, 
depending on the value of x1 and x2. It may be noted that the larger 
numerical root will eventually predominate, though the smaller numerical 
root may predominate early, if its a value is large. 

We know that there exists another possibility. In the second case, when 
roots of the auxiliary equation are real and equal, the form of the solution is 
a little different: 

  Y(t) = a1xt +  a2xt.      (17) 

where 

  )1(
2

βα
+=x        (18) 

Now we can proceed to step four. 

Step IV.  Introduce the initial conditions: 

  Y0 = a1        (19) 

a Y1 = a1x + a2x       (20) 

So the coefficients are: 

  a1 = Y0 

  
x

xYY
a 01

2
−

−        (21) 

and the solution can be waritten like this: 

  tt tx
x

xYY
xYtY 01

0)(
−

+=      (22) 

But we know that this solution may be re-written as 

 

  [ ] 1
10 )1()( −+−= txtYtYtY      (23) 
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As we mentioned at the begininig, there exist the third possibility. In the 
case the roots are complex. That is, they involve the imaginary number 

1− . This is generaly designated as i. It means that i = 1− . The general 
solution 

  Y(t) = a1x1
t +  a2x2

t.      (24) 

May now be re-written. First, let the complex numbsers bse 

  x1 = c + di  where   c = ½(1 + β)    (25) 

  x2 = c - di   where   d = ½ [ ] 2/122 )1(4 βααβ +−   (26) 

This can be, as it is known, expressed in trigonometric form.4 After some 
mathematicla manipulation we finaly com to thi solution: 

 Y(t) = a1x1
t +  a2x2

t. = 

  = (c2 + d2)t/2[(a1 + a2) cos tB + (a1 - a2) i sin tB]  (27) 

It may be noted that com=plex numbers always appear in pairs that are 
called conjugate, as c + di and c – di, so that this mmethod of procedure is 
general. We do not develop more this idea. We see that the explanation of 
the model requires to solve lot of problems, so the author has to discuss all 
the principal problems. Modelling deals not how an economy works in 
reality but it deals with what the model can say as far as the economic 
system functioning is concerned. Our models showed this very clearly. 

3. Experimental results 

Our developed model was not only used to estimate the parameter α and β 
but also to show his value as of the tool for making projections. Scientific 
thoroughness requires to say that this is only the first illumination of the 
problem. Why? We discovered that the model is very sensitive to longer 
time period. It is an explosive model. In the Table 1 we can se the estimated 
values of tha parameters and variables that are rquired by the model. 

Table 1: Values of model parameters an variables 

                                                           
4 Gandolfo, D.: Economic Dynamics, Springer, London, 1996. 
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 Multiplier-accelerator model 
 values  
  α  0,63  
  β  5,7  
  
 α (1+β) 4,221  
 α 2(1+ β2) 17,81684  
 4αβ= 14,364  
 sqr t= 1,858182  
 x1 3,039591  
 x2 1,181409  
  
 Y(0) 1471  
 Y(1) 1636  
  
 a1 -54,813  
 a2 1525,813  
  

 

From the Table 2 it is seen that as a zero yea was considered the year 2005. 
The next year was the year 2006. After substitution of values from Table 1 
into the model (16) we got these GDP projected values: 

        Table 2: GDP values 

Results 

t Y 
0 1471,00 
1 1636,00 
2 1623,20 

 

We see that the values we got from the model coincide very good with the 
original values of the Slovak economy. The projected value of the GDP for 
the year 2007 given in last table is 1 623,2 mld. Sk. We see that the path of 
GDP has started the oscillation. A more detailed analysis should be done if 
we want to get a deep understanding of path development. 

Using the equation (23) we got these results: 
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         Table 3: GDP growth, roots are real and equal  

alfa= 0,75
beta= 3

Y(0)=  1471
Y(1)= 1636

t Y(t) 
0 1471,0
1 1636,0
2 1598,3
3 1113,8
4 -254,8
5 -3270,4
6 -9237,8
7 -20355,0

 

As we mentioned earlier, the time path may be explosive or damped. In this 
case on the graph we see how the GDP behaves based on the data from 
table. 
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So, modelling the GDP we are obliged to get deep understanding of the 
model. To understand the properties of the model is the first prerequisite for 
macroeconomic analysis and using it for prediction.  

Key words: dynamic model, gross domestic product, consumption 
expenditures, investment expenditures, solution of the model. 
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       Monary union without 
       fiscal coordination may 
       discipline policymekers 
       (Beetsma,Bovenberg 1999) 
 
 

MONETARY MODEL AND FISCAL POLICY - 
METHODOLOGICAL APPROACH 

 
Ivaničová Zlatica, Rublíková Eva 

 
 
Summary: 
In a currency union a policy mix problem can arise since monetary policy is 
centralized and fiscal policy is decentralized.  As the Slovak economy enters 
the monetary union, an important question arises. How to manage the 
interaction between a centralized monetary policy focused on Euro area 
price stabilization and a decentralized fiscal policy aimed at the fiscal 
instruments to stabilize Slovak national output.  
 
Keywords: 
Monetary policy, fiscal policy, aggregate supply, aggregate demand 
(output), aggregate inflation, demand shocks, supply shocks, aggregate 
shocks, idiosyncratic shocks,  
 
Introduction: 
Coordination problems between monetary and  fiscal policy arise through  
two types of interdependencies. First, a change in fiscal policy in a single 
country may, via its effects on inflation, cause a monetary policy response 
that affects all member countries of the currency union. This monetary 
policy externality may tend to imply that non-cooperative fiscal policy is too 
expansionary, since single countries of the currency union do not take the 
monetary policy fully into account. Second, there is an interdependence via 
trade links, where a demand spillover effect, caused by a since a domestic 
fiscal expansion, could benefit trading partners through an increase in 
import demand. A cost spillover effect also occurs since higher domestic 
activity leads to higher domestic wage/price increases. 
 
This paper uses recent literature in macroeconomic rules (De Grauwe, 2003; 
Dixit and Lambertini, 2000; Svensson, 1997) to analyze the interaction 
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between  monetary policy and trade externalities for various  shocks 
(demand or supply) as  presented in Anderson (2005).  
 
 
1. Structure of the model 
 
The model structure is built on an aggregate supply curve (Philips curve 
relation) and the aggregate demand relation (output). It is important to 
specify the interactions between member countries of the monetary union in 
respect to inflation and output. The currency union is considered to be a 
closed area to allow a focus on the direct interdependencies between 
member countries of the currency area. Monetary policy is determined an 
independent central bank aiming at targeting region-wide inflation. Fiscal 
authorities are fully informed about monetary policy objectives, but decide 
on individual fiscal policy before the monetary common policy is fixed.  
 
The currency area has n member counties indexed by i , which are all 
symmetric in  relation to exogenous shocks. 
 
1.1. Aggregate supply 
 
Nominal wage increase are assumed to be determined by an inflation 
augmented Philips curve in which the wage increase in time 1+t  in country 
i   ( )1, +∆ tiw  depends on current consumer prices ( )C

ti,π , of output (demand) 
( )tiy , , fiscal policy captured by fiscalindicator ( )itg  and a variable defined 
innovation ( )itu  
 
 tiutigtiy

C
titi ugyw ,,,,1, αααπ +++=∆ + ;       0>yα                  (1) 

 
The wage increase depends on the current consumer price inflation and 
increase of demand (output). Fiscal policy may have separate effects on 
wages (price inflation). Public expansion financed by value added and 
excise taxes (consumption taxes) add to inflationary pressures in the 
economy ( )0>gα  , whereas income tax increases may lead to wage 
moderation ( )0<gα . Additionally, fiscal policy has an indirect  effect on 
inflation via its effect on aggregate activity. The interpretation of uα  is 
stated in section 1.3 below. 
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Consequentlly increases in domestic producer prices are driven by domestic 
wage increases ( )itti w∆=,π  and the consumer price index in monetary 
union is defined over prices of domestic and foreign produced commodities 
i.e. ( )t

C
ti ππ =, . The domestic producer price inflation can be written 

 
 tiutigtiytti ugy ,,,1, αααππ +++=+      (2) 
 
1.2 Aggregate demand (output) 
 
Aggregate demand (output) in country i  is determined by the interest rate in 
the monetary union (fixed monetary policy), inflation rate (difference 
between inflation rate in country i  and monetary union,  increase of the 
demand (output) in monetary union, fiscal policy realized by fiscal indicator 
in country i , and variable defined effect representing a contemporaneous 
innovation or on shock in country i , such that 
 
 ( ) ( ) tiutigtyttitt

N
trti ugyEry ,.,1, βββππβπβ π +++−−−−= + , (3) 

 
where tE  denotes the expectations operator in time t. In this model, demand 
is negativly affected by increases in expected real interest rates. The second 
term of equation (3) represents the role of competitiveness in domestic and 
foreign producer prices, or the. terms of trade effect. The third term captures 
how aggregate income in the monetary union affects demand for the 
products of country i . The effect of fiscal policy on demand is defined by 
fourth term. The last term represents the contemporaneous innovation on 
shock.  It is assumed that only unanticipated (unexpected) shocks to the 
inflationary process have a real effect.   
 
1.3 Shocks 
 
Shock variables are expected to have a value of zero ( jtituE +,  for all i,j > 0), 

and  variance of 2
uσ . Shocks are uncorrelated over time and  aggregate 

value of shocks across the monetary union is ∑≡
i

tit u
n

u ,
1 . 

 
In alternative interpretation of the shocks is possible.:  
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1. demand shock – if a shock at the same time increase demand 
( )0>uβ and the inflation pressure ( )0>uα  in the economy and vice 
versa 
2. supply shock – if a shock at the same time increase demand 
( )0>uβ and reduces inflation ( )0<uα  in the economy and vice 
versa. 

Both shocks can be aggregate or idiosyncratic shocks.  
 
An aggregate shock is understood to be a shock that  is common for all 
countries, i.e. jtti uu =,   for all  ji,  in which case  tjti uu ,, =   for all i . An 
idiosyncratic shock is one that does not have aggregate affects, i.e. ,0=tu  
implying that a positive effect in some countries must be accompanied by a 
negative effect for others. It is a pure redistributive shock with no aggregate 
consequences. 
 
1.4. Aggregate inflation and aggregate demand (output) 
 
Inflation aggregate over countries can be written (from the formulation (1)) 
 
 tutgtytt ugy αααππ +++=+1 ,     (5) 
 
that means, there is no long-run trade-off between activity and inflation.  On 
the basis of aggregation in (3) 

⎟
⎠

⎞
⎜
⎝

⎛
==== ∑ ∑∑∑

i i
tit

i
tittit

i
tit u

n
ug

n
gy

n
y

n ,,,,
1;1;1;1 ππ  

is possible to defined the increase of aggregate demand (output) as 
 

 ( )[ ]tutgtt
N

tr
y

t ugEry ββπβ
β

++−−
−

= +11
1 .   (6) 

Following stated considerations  is possible to observe that 
 
 ( ) )()( ,.,, ttiuttigttitti uuggyy −+−+−−=− ββππβπ   (7) 
 
That is, demand (output) in a member country  differs from the mean 
demand  in the monetary union if it either 

1. has a different producer price inflation (wage increase), 
2. pursues a different fiscal policy, 
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3. is affected by idiosyncratic shocks. 
 
2.  Monetary model – monetary policy 
 
The monetary authority aims at strict inflation targeting in the sense that 
expected inflation is kept at its target value ( )01 =+ttE π and at controlling 
the nominal interest rate ( )N

tr , hence real rate of return is effectively 
determined ( )1+−≡ tt

N
tt Err π  . Equation (5) therefore gives: 

 

 [ ]tutgtit
y

t ugEy ααππ
α

−−−= +1
1 .     (8) 

 
A combination of the formulas (8) and (6) and the condition of inflation 
targeting gives the following relation 
 

( )[ ] .0
1 11 =++++−−
−

+= ++ tutgtutgtt
N

tr
y

y
ttt ugugErE ααββπβ

β
α

ππ  

 (9) 
 
Mathematical modification of this relation allows a definition of the real 
interest rate 
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1
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 (10) 
 
where the relation ( )1+= tt

N
t Er π  expresses the monetary policy instrument. 

Equation (10) is the monetary reaction function. This function results in a 
tightening of monetary policy in response to an increase in inflation or a 
more expansionary fiscal policy. Results from the equation (10) mean that 
the higher value of the fiscal policy indicator ( tg )  leads to a higher value of 
the monetary policy instrument.   
 
Reworking the monetary restriction in equation  (5), it is possible to define 
the following relationship 
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 ( )tutg
y

t ugy αα
α

+−=
1 . 

 
These condition highlight that, with strict inflation targeting, the problem of 
stabilizing demand becomes a question of choosing the aggregate fiscal 
stance such that it corrects for the direct inflation consequences of the 
aggregate shock.  
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ADVANCE IN OPTIMISATION SOFTWARE FOR LP AND MIP 
PROBLEMS1 

 
Josef Jablonský, Department of Econometrics, University of Economics 

Prague 
 

1    INTRODUCTION 
The aim of the paper is to discuss computational performance of current 
optimization packages for solving large scale LP optimization problems and 
mixed integer LP problems (MIP).  I our paper [1] in 2002 we have tested 
several solvers on examples from the MIPLIB 3.0 library which contains 
several tens of test MIP problems submitted by researchers or practitioners 
over the world. In [1] we have compared several available solvers each 
other – LINGO 7.0, XPRESS 13.0, CPLEX 7.5 and XA 10.0. The primary 
aim of this paper is to test different releases of CPLEX solver which is one 
of the most powerful optimization solvers at all. The latest version of 
CPLEX solver is 11.0 issued in fall 2007. The capability and performance 
of this version will be compared with the previous two versions 9.0 and 10.1 
and partially with the results of CPLEX 7.5 presented in [1]. The results 
given by CPLEX solvers will be compared to the latest release of XPRESS-
MP solver which is the most important competitor of CPLEX solver.  
CPLEX is the product of ILOG company that belongs to the worldwide 
leaders in optimisation software. CPLEX is the optimisation solver without 
any user-friendly environment. It is very often used as a solver in modelling 
and optimisation systems as GAMS, MPL for Windows, AIMMS, AMPL, 
etc. The users work with this system by means of DOS commands window 
and enter all the commands and the parameters of the solver directly from 
the prompt row. There are available five solvers for different class problems 
– primal and dual simplex method, network solver, barrier solver and MIP 
solver. The last mentioned one was used in our experiments. The more 
information about the CPLEX solver and other products of ILOG can be 
found on the web page www.ilog.com.  
XPRESS-MP system is product of Dash Optimization, Ltd. and its latest 
release 18.0 was introduced in fall 2007. XPRESS-MP is a set of powerful 
optimisation tools that containing solvers for linear, quadratic and MIP 
problems. More information about XPRESS-MP can be found on www 
pages www.dashoptimization.com. 

                                                 
1 The paper is supported by the Grant Agency of Czech Republic – grant no. 402/06/0150 
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2    BENCHMARKING OF MIP PROBLEMS - MIPLIB 3.0 LIBRARY 
MIPLIB 3.0 is an electronic library of real-world pure and mixed integer 
programs. This library was created in 1996 and it has become a standard test 
set used to compare the performance of MIP solvers. The library is available 
on several mirror servers – one of them is http://miplib.zib.de. Information 
for each problem include size of the problem, number of integer and/or 
binary variables, optimum value of objective function for integer and 
appropriate continuous problem (if they are known), information describing 
the structure of the constraint matrix, etc. The library is continuously 
modified – the “older” problems that are currently easily solvable are 
removed and they are replaced by “newer” harder problems. MIPLIB library 
contains currently 60 test problem that are split into three classes:  
 
Table 1 – List of easily solvable MIPLIB problems 

Problem name Opt. sol. Rows Cols GIN BIN 
10teams 924.00 230 2025 0 1800 
aflow30a 1158.00 479 842 0 421 
air04 56137.00 823 8904 0 8924 
air05 26374.00 426 7195 0 7195 
cap6000 -2451377.00 2176 6000 0 6000 
Disktom -5000.00 399 10000 0 10000 
fast0507 174.00 507 63009 0 63009 
Fiber 405935.00 363 1298 0 1254 
fixnet6 3983.00 478 878 0 378 
gesa2 25779856.37 1392 1224 168 240 
gesa2-o 25779856.37 1248 1224 336 384 
harp2 -73899798.00 112 2993 0 2993 
manna81 -13164.00 6480 3321 3321 0 
mas74 11801.19 13 151 0 150 
mas76 40005.05 12 151 0 150 
misc07 2810.00 212 260 0 259 
mod011 -54558535.01 4480 10958 0 96 
modglob 20740508.09 291 422 0 98 
mzzv11 -21718.00 9499 10240 251 9989 
mzzv42z -20540.00 10460 11717 235 11482 
noswot -41.00 182 128 25 75 
nw04 16862.00 36 87482 0 87482 
opt1217 -16.00 64 769 0 768 
p2756 3124.00 755 2756 0 2756 
pk1 11.00 45 86 0 55 
pp08aCUTS 7350.00 246 240 0 64 
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pp08a 7350.00 136 240 0 64 
qiu -132.87 1192 840 0 48 
rout 1077.56 291 556 15 300 
set1ch 54537.75 492 712 0 240 
vpm2 13.75 234 378 0 168 
• the problems that can be solved relatively easily (within one hour) by 
commercial solvers like CPLEX or XPRESS-MP (31 problems), 
• the problems that have been solved and their integer optimal solution 
is known (21 problems), 
• the class of problems with unknown optimal solution (8 problems).    

 
Table 2 – Time of solving of MIPLIB problems (sec) 

Problem 
name 

CPLEX 
7.5 

CPLEX 
9.0 

CPLEX 
10.1 

CPLEX 
11.0 XPRESS 

10teams 121.00 30.80 24.69 7.71 5.10 
aflow30a NEW 64.80 33.91 19.76 41.20 
air04 535.00 29.03 33.64 17.32 43.10 
air05 344.00 26.65 28.51 20.23 34.00 
cap6000 40.00 14.82 1.01 1.40 8.70 
disktom NEW 472.77 93.76 11.83 3.40 
fast0507 xxx 4675.76 3136.84 4319.22 1727.70 
fiber 3.00 0.38 0.51 0.37 0.60 
fixnet6 2.00 0.43 1.11 1.54 1.10 
gesa2 5.00 1.19 0.72 0.81 0.50 
gesa2-o 14.00 1.95 5.53 2.54 0.60 
harp2 xxx xxx xxx 259.48 239.50 
manna81 NEW xxx 5477.01 0.34 0.70 
mas74 NEW 1467.68 1088.17 558.84 4398.20 
mas76 NEW 65.24 123.18 94.74 227.70 
misc07 657.00 78.34 12.94 45.68 64.20 
mod011 49532.00 124.55 128.21 91.03 68.50 
modglob 2.00 0.31 0.22 0.34 0.40 
mzzv11 NEW 949.71 640.17 400.95 382.20 
mzzv42z NEW 127.21 130.12 124.73 36.30 
noswot xxx 2736.53 2790.12 9826.47 2236.70 
nw04 60.00 59.09 56.41 67.35 4.60 
opt1217 NEW xx 1119.19 0.16 0.20 
p2756 4.00 0.56 0.54 0.70 0.80 
pk1 441.00 89.39 83.29 198.57 218.10 
pp08aCUTS 18.00 2.43 3.04 3.10 1.20 
pp08a 6.00 1.41 0.95 2.12 0.90 
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qiu 3653.00 214.71 58.36 60.60 173.70 
rout xxx 1755.40 32.80 46.58 120.70 
set1ch 4.00 0.75 0.68 0.61 0.40 
vpm2 21.00 1.21 1.29 0.88 0.80 

 
In our experiments we will solve just the first problem class. The reason is 
that for the last class it is hard to get even any integer feasible solution. For 
the problems of the second class integer feasible solutions can be found 
easily but the solvers usually do not stop due to increasing size of tree sizes. 
The problems of the first group are listed with their basic characteristics in 
Table 1. The table contains the optimal integer solution, the total number of 
rows/columns and the number of integer (GIN) and binary (BIN) variables 
for each problem.     
NETLIB library is the set of LP test problems available on http://www-
fp.mcs.anl.gov/OTC/ /Guide/TestProblems/LPtest/index.html. The library is 
split into three groups – feasible, infeasible and large problems. Most of the 
problems (but not all of them) are available in MPS format and they are LP 
problems without any integer variables.   
Table 2 contains some results of our experiments – computational times of 
solving the first class of MIPLIB problems in seconds. The results for 
CPLEX 7.5 are taken from our study in 2002 and that is why not all the 
problems included in the MIPLIB library in 2002 are not included in the 
current library and vice versa. The symbol “NEW” in the first column of 
Table 2 means that the appropriate problem is the new one in the current 
MIPLIB and was not included in the library in 2002. The symbol “xxx” 
means that the appropriate problem was unsolvable by CPLEX 7.5 in 2002 
and that is why the time is not available.  
All the problems from the current MIPLIB were solved successfully by 
latest versions of CPLEX and XPRESS solvers as it is stated in Table 2. In 
the previous versions of CPLEX at least one problem was not solved 
successfully. The fastest times for each problem are shaded in Table 2. 
XPRESS is the fastest solver in the most cases and it has the lowest sum of 
solving times (little more than 10000 sec.). It is surprising that the latest 
version of CPLEX is slower that the previous versions in several cases. The 
total solving time is more than 16000 sec. but this sum contains almost 
10000 sec. for noswot problem. Without taking into account this problem 
the CPLEX 11.0 has the lowest total tine at all. The progress in solvers is 
clear by comparing the current results to results given by CPLEX 7.5 in 
2002 – all the problems are solved and the solving time is significantly 
lower in the current versions in almost all testing cases. 
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3    SOLVING LARGE SCALE DEA MODELS 
Solving LP problems without any integer constraints is quite easy and the 
problems with several thousands or tens of thousands rows and/or variables 
can be solved usually within several seconds or minutes. The problem stp3d 
from MIPLIF library contains 159488 constraints and 204880 variables (all 
of them are binary). The LP relaxation of this problem was solved with 
almost one million simplex iterations in less than three hours by the latest 
release of XPRESS primal simplex solver and in approx. 30 minutes by 
CPLEX 11.0 primal simplex solver. The problems of lower sizes (less than 
ten thousands of constraints and variables) are solved in several seconds. 
The NETLIB library mentioned in the previous section contains mostly 
much lower problems and that is why it is without any sense to test them. 
By high quality solver as CPLEX and XPRESS all of NETLIB problems are 
solved within seconds or even fractions of seconds. 
Some of the operational research models suppose solving of high number of 
LP problems of a smaller or average size. Typical examples of such models 
are data envelopment analysis models – they are used for evaluation of 
relative efficiency and performance of the set of homogenous decision 
making units. The standard DEA radial model with input orientation (often 
called CCR-I model) can be formulated as follows: 
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 λj ≥ 0, si
+ ≥ 0, si

− ≥ 0. 

where m/r is the number of input/output characteristics of n decision making 
units, X = (xij, i=1,2,…,m, j=1,2,…,n) is the matrix of inputs and Y = (yij, 
i=1,2,…,r, j=1,2,…,n) is the matrix of outputs, λ = (λ1, λ2,…,λn), λ≥0, is 
vector of weights assigned to evaluated units, s+ a s− are vectors of slack 
variables in input and output space. In order to evaluate the efficiency of 
one unit of the set, i.e. unit q in our formulation, it is necessary to solve the 
above formulated LP problem of the size (m+r) rows and (n+m+r+1) 
variables.  That is why the evaluation of efficiency of all DMUs of the 
decision set supposes solving of n linear programming optimisation 
problems (1) or its modifications. Another possibility is to formulate one 
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bigger LP program that can find out the efficiency of all units by one 
optimisation run. This model can be written for the CCR-I model as follows: 
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Optimisation problem (2) contains n(n+m+r+1) variables and n(m+r) 
constraints. Let us consider the problem with 2000 DMUs, 3 inputs and 2 
outputs. We have written a code in Mosel language (Mosel is a modelling 
language used within XPRESS-MP modelling environment) that prepares 
and solves the optimisation problem with 5 constraints and 2006 variables 
2000 times. The total time of the optimisation run was 33.1 sec. on the PC 
with Intel 2 GHz processor, 2 GB RAM. The same problem formulated as 
the model (2) has 10000 rows and 4120000 variables. Of course this 
problem is of a special structure and the total number of non-zero elements 
is low. This problem is solved on he same system and PC within 56.1 sec. (a 
significant part of this time is composing of the problem). The DEA 
problem with 1000 DMUs and 10 inputs and 10 outputs was solved within 
12.3 sec. by repeating the model (1) and within 19.8 sec. by solving the 
model (2) – 1021000 variables and 20000 constraints. The Mosel code for 
DEA model (1) is presented below: 
 
model DEA 
   uses "mmodbc", "mmxprs" 
parameters 
   eps = 0.0000001  
end-parameters   
declarations 
   DMU: set of string  
   INP = 1..3 
   OUT = 1..2   
   X: array(DMU, INP) of real 
   Y: array(DMU, OUT) of real 
   EffScore: array(DMU) of real 
   CSTR: string 
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end-declarations 
   CSTR := 'mmodbc.excel:firmy.xls' 
initializations from CSTR 
   DMU as 'noindex;dmu' 
   X as 'noindex;vstupy' 
   Y as 'noindex;vystupy' 
end-initializations 
declarations 
   lambda: array(DMU) of mpvar  
   splus: array(INP) of mpvar 
   smin: array(OUT) of mpvar 
   theta: mpvar 
end-declarations 
forall(q in DMU) do 
  eff := theta - eps * sum(j in INP) splus(j) - eps * sum(k 
in OUT) smin(k) 
  forall(j in INP) input(j):=(sum(i in DMU) X(i,j)*lambda(i)) 
+ splus(j) = X(q,j)*theta 
  forall(k in OUT) output(k):=(sum(i in DMU) 
Y(i,k)*lambda(i)) - smin(k) = Y(q,k) 
  minimize(eff) 
  EffScore(q) := getobjval  
  forall(j in INP) sethidden(input(j), true) 
  forall(k in OUT) sethidden(output(k), true) 
end-do 
end-model 
 
The experiments show that it is no problem to analyse efficiency by DEA 
models for very big number of units and/or inputs and outputs. Both the 
models (1) and (2) can be used but computing time seems to be lower when 
one solves n repeated smaller optimisation problems than one big problem 
(2). Both the results are in seconds and the models are solvable quite easily. 
The problems of the same or lower size were unsolvable still several years 
ago only.   
 

4    CONCLUSIONS 
Progress in optimization software was very significant in the last five years 
as it is shown by the presented computational experiments. Many problems 
originally unsolvable can be solved and its optimal solution is found. 
Optimal solution of harder problems from MIPLIB library (second class) 
can often be found or the current solution is very close to the optimal one. 
Problem is that the branching trees in this case increase very fast and the 
virtual memory allocated to the trees is not sufficient. Further progress will 
lead to higher performance of software and hardware and the problems 
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currently unsolvable will be solved more or less easily in the time horizon of 
next five years.     
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SPECIFIC PROPERTIES OF LOCATION PROBLEMS 
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Abstract: This paper deals with the importance of prohibitive constants and 
with their impact on the solution of the location problem with maximal 
service distance. 
 
INTRODUCTION 
The design and the processing of the distribution systems solve various 
problems in the prax. One of the more frequent problems is the location 
problem, in which central warehouses, industrial complexes and other 
facilities can be located with the minimal costs of the complex realization of 
the distribution system. To design the uncapacitated location problem, we 
dispose of a method, which is able to processes real road or railway 
networks costs of Slovak republic. The road network consists of just about 
3000 customers and hundreds of possible centers. We solve this problem in 
a admissible time.  
To locate the rescue system centers it is necessary to fulfil an additional 
constraint. It is necessary to reach to the customers from the center in a short 
time. The same problem appears in the location of the fire brigade station, 
chemical or military facilities etc. This problem can be solved as 
uncapacitated location problem with maximal service distance. 
 
Some properties of uncapacitated location problem 
In the basic uncapacitated location problem (1)-(5), we assume that a 
customer can be serviced by an arbitrary center. 
Minimize zbdeyf ijjij

Ii Jj
i

Ii
i ∑ ∑∑

∈ ∈∈
+ 0   (1) 

Subject to 1
Ii

ijz =∑
∈

 for j∈J (2) 

 yi-zij≥0 for i∈I, j∈J (3) 

 yi∈{0, 1} for i∈I (4) 

 zij∈{0, 1} for i∈I, j∈J (5) 
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where the used coefficients have the following meaning: 
fi ... fixed charge for considered period for holding center i, 
e0 ... prime cost for one unit transport along one distance unit on the link 

between a center and customer, 
b j ... the total demand of the customer j  in the considered period, 
dij ... the distance between a center and a customer, 
I   ... the set of possible center locations (e.g. warehouses), 
J   ... the set of the customers. 
If we add a constraint to model (1)-(5) that the distance from a customer to 
the assigned center should be less than a given constant and we obtain the 
uncapacitated location problem with maximal service distance. The 
associated constraint has the form: 

 Dzd maxijij ≤  pre i∈I, j∈J  (6) 

 
The lower bound of Dmax in testing problems will be chosen so that each 
customer can be serviced at least from one center. The upper bound of Dmax 
is constituted by the maximal distance between a customer and a center. To 
be able to solve this problem by an exact algorithm for the basic 
uncapacitated location problem, we introduce penalty constant Dproh and 
new distance coefficients d ij , which are obtained from real-network 
coefficient by the following way: 

• d ij = dij  pre dij ≤ Dmax a pre i∈I, 

j∈J

(7) 

• d ij = Dproh pre dij > Dmax a pre i∈I, 

j∈J

(8) 

 
The objective of a penalty constant determination is to prevent a customer 
from to be assigned to a center, which violates constraints (6). 
If we substitute dij in the relation (1) with dij  we will take the relation 
Minimize zdbeyf ijijj

Ii Jj
i

Ii
i ∑ ∑∑

∈ ∈∈
+ 0   (9) 

 
After necessary reformulation we obtain a new model. The expression (9) 
with the constraints (2)- (5) is the new model of uncapacitated location 
problem with maximal service distance. The distance coefficients are 
deformed by penalty constant in comparison to real network.  
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This model with rearranged objective function can be solved by exact 
algorithms, which were designed for the classical (original) uncapacitated 
location problem, in which no distance restriction is considered.  
Such way we solved a lot of instances of the uncapacitated location problem 
with maximal service distance. The instances had the cost matrix of size 
3000x100. Solving process of some instances did not finish correctly. The 
incorrect end was mostly caused by a memory overflow. 
The selection of the applicable size of penalty constant is very important for 
the used method. The penalty constant must be large enough to prevent from 
assigning a customer to a center, which do not comply with the specified 
distance. It must not be either very large. During the computation the 
penalty constant is used very often and its accumulation in same variable 
causes the mentioned overflow. In such instances it is possible to scale 
down the value of some input data, e.g. the cost matrix or the demands of 
customers. We do it by application of the coefficient of the proportionality. 
However, it induces the rounding of numbers and distortion of the results.  
The goal of this paper was to find the interval for the prohibitive constant 
for the instances of different dimensions. We would to find how the 
coefficient of the proportionality influences the accuracy of the final result. 
 
CONCLUSIONS 
Experiment showed that not only the dimension of the instances but also the 
geographical location of the candidates to the center locations have 
influence on the overflow of the memory. The analysis of the other studied 
parameter is a large-scaled problem and it needs much more time to 
evaluate the experiments. So, we will get it in the next article. 
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APPROXIMATIVE COVERING MODELS FOR EMERGENCY 
SYSTEM DESIGN 

 
Jaroslav Janáček, Faculty of Management Science and Informatics,  

University of Žilina 
1. INTRODUCTION 

The medical emergency system design represents a crucial task for each 
responsible designer due to the interaction of two opposite demands on the 
system performance. On the one hand the designer is forced not to exceed a 
given number of located ambulance vehicles and to solve a large facility 
location problem. On the other hand, he must ensure a given quality of the 
service for potential patients. This quality is usually given by a fixed time 
limit, in which some ambulance vehicle should reach an arbitrary located 
potential patient [1], [8], [9]. This last demand is hard to meet in practise, 
because of random travel times on a real road network and furthermore, 
even if we have modelled the problem using estimated travel times; the 
formalized problem need not have any feasible solution. Due to this fact, 
there are used various surrogate criteria which try to express a size of 
affliction of potential patients, which are situated outside the fixed time 
limit from the nearest ambulance location [4], [5]. The following two 
criteria may represent the main approaches to quantification of patient 
affliction size. 
∑
∈

max
),( Tt

Jj
j

jji

b  (1) 

∑
∈

−
max

),(

)( max
),(

Tt
Jj

jjij

jji

Ttb . (2) 

In the above-formulated criteria, J denotes set of dwelling places 
(customers),  
bj denotes number of inhabitants at the dwelling place j, i(j) denotes the 
located centre, which is the time-nearest one to j and tij denotes the time of 
traversing from the place i to j. The first criterion expresses the size of the 
part of population, which is out of the time limit Tmax considering the time 
nearest service centre and the second criterion is the sum of positive 
differences between the shortest access time and the time limit Tmax. 
To describe the problem of emergency system design minimizing potential 
patient affliction, mathematical programming models can be formed and the 
convenient means of problem solution can be sought. As both allocation and 
covering models can be used to describe a problem with the first criterion, 
the second criterion enabled only allocation model construction. 
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Unfortunately, the real-sized instances of the associated problems must be 
solved for enormous numbers of possible ambulance locations (thousands), 
what disqualifies the allocation models due the fact that they include 
approximately one million of allocation variables. In the frame of this paper, 
we present a new modelling approach to the emergency system design 
problem with the criterion (2). Our approach is based on a specific 
reformulation of allocation model to the form of generalized covering 
model, which comprises in order much less variables than the allocation one 
and preserves the properties, which enable its quick solvability using a 
standard IP-solver. 
 

2. THE ALOCATION AND COVERING MODELS OF EMERGENCY SYSTEM 
The medical emergency system design problem belongs to the family of 
location problems [6], in which it must be decided on ambulance vehicle 
locations. The served area consists of dwelling places situated in nodes of a 
road network. These dwelling places form a finite set J. The number of 
inhabitants of dwelling place j∈J will be denoted as bj. The emergency 
service system design problem can be formulated as a decision about 
location of at most p ambulance vehicles at some places from a larger set I 
of possible locations so that the value of chosen criterion is minimal.  
Let j be dwelling place location and i be a possible location of ambulance 
vehicle, then tij denotes the accessibility time of dwelling place j from 
ambulance vehicle location i. Let us express price cij of the j-th dwelling 
place assignment to possible location i accordingly to [4], then we obtain 
cij= bj, if tij >Tmax and cij = 0 for the criterion (1) and cij= bj(tij-Tmax),  
if tij >Tmax and cij= 0 for the criterion (2). The allocation model of the 
problem can be formulated as follows: 
Minimize ∑

∈Ii
∑
∈Jj

 cij  zij (3) 

Subject to ∑
∈Ii

zij  = 1 for j∈J (4) 

 zij ≤ yi for i ∈ I and j∈J (5) 
 ∑

∈Ii
yi  ≤ p  (6) 

 zij∈{0,1} for i∈I and j∈J (7) 
 yi∈{0,1} for i∈I.  (8) 
In this model, a decision on ambulance location at place i∈I is modelled by 
the zero-one variable yi∈{0,1}, which takes the value 1 if an ambulance 
should be located at i and it takes the value 0 otherwise. Furthermore, the 
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allocation variables zij∈{0,1} for each i∈I and j∈J are introduced to assign 
the dwelling place j to the possible location i ( zij=1 ).  
The associated problem can be solved by the approach reported in [3] or [7], 
where the Lagrangean multiplier is introduced for constraint (6), and the 
constrain is relaxed. Then the problem takes form of the uncapacitated 
location problem. To solve this problem, the procedure BBDual [6] was 
designed and implemented based on principle presented in [2]. This 
procedure was embedded into the dichotomy algorithm, which was used to 
find propper value of the Lagrangean multiplier. 
The medical emergency system design problem connected with criterion (1) 
can be also modelled using a set of the auxiliary zero-one variables xj, which 
express by the values 0 or 1, whether the demand of dwelling place j ∈ J is 
or is not satisfied. To be able to recognize, whether dwelling place j is or is 
not accessible from location i, we introduce zero-one constant aij for each 
pair <i, j >∈I×J. The constant aij is equal to 1 if and only if dwelling place j 
can be reached from location i in the access time Tmax, i.e. tij ≤ Tmax. 
Otherwise, the constant aij is equal to 0. Then we can formulate the problem 
as so called covering model: 
Minimize ∑

∈Jj

 bj  xj (9) 

Subject to xj +∑
∈Ii

aij yi  ≥ 1 for j∈J (10) 

 ∑
∈Ii

yi  ≤ p  (11) 

 xj∈{0,1} for j∈J (12) 
 yi∈{0,1} for i∈I.  (13) 
The objective function (9) gives the volume of uncovered demands. The 
constraints (10) ensure that the variables xj are allowed to take the value 0, if 
there is at least one ambulance vehicle located in the access time Tmax from 
the dwelling place location j. The constraint (11) puts the limit p on the 
number of located vehicles [9]. 
As concerns the solving technique for the problem described by the second 
model, it can be noted that all of them belongs to the family of integer 
programming problems, more precisely zero-one integer programming 
problems and can be theoretically solved by any commercial solver, which 
contains some general integer programming algorithm, e.g. the branch and 
bound method or the branch and cut method. These general algorithms are 
able to solve to optimality real-sized covering problems, but only small 
instants of the allocation problem due to the huge cardinality of set of 
allocation variables zij. 
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3. THE APPROXIMATE COVERING MODEL 
The excellent performance of general IP-sover on real-sized instances of 
covering problem inspired us with an idea to reformulate the medical 
emergency system design problem with criterion (2) to some form of 
covering problem. We are willing to pay for the goal by loss of preciseness 
as concerns the objective function value. 
Taking into account these presumptions, we have divided the interval of 
possible access times into zones. The considered time interval starts at zero 
and ends at max{tij: i∈I, j∈J } and is divided by increasing values of T1, T2 
T3, …, T r into r+1 zones. The zone 0 corresponds to the interval <0, T1>, 
the zone 2 corresponds to the interval <T1, T2>, etc. up to the zone r, which 
corresponds to the interval <Tr, max{tij: i∈I, j∈J } >. We may assume that 
T1= Tmax in the studied problem. 
In addition to the zero-one variable yi∈{0,1}, which takes the value 1 if an 
ambulance should be located at location i, and which takes the value 0 
otherwise, we introduce auxiliary zero-one variables xjk, which express by 
the values 1 or 0, whether the access time of the dwelling place j ∈ J from 
the nearest located ambulance is or is not bigger than T k for  
k=1, … , r.  
Let us denote by ek for k=1, .., r a width of k-1 th zone. I.e. e1=T2- T1, 
e2=T3- T2 and so on. Then the expression e1xj1+ e2xj2+ e3xj3+…+ erxjr is an 
approximation of tij-Tmax, preciseness of which is given by the zone width. 
Similarly to the covering model, we introduce zero-one constant aij

k for each 
triple <i, j, k >∈I×J×{1, …, r}. The constant aij

k is equal to 1 if and only if 
dwelling place j can be reached from location i in the access time Tk, i.e. tij ≤ 
Tk. Otherwise, the constant aij

k is equal to 0. Then the associated covering-
type model can be formulated as follows: 

Minimize ∑
∈Jj

∑
=

r

k 1
 bj ek  xjk (14) 

Subject to xjk+∑
∈Ii

aij
k yi  ≥ 1 for j∈J and k=1, ..., r (15) 

 ∑
∈Ii

yi  ≤ p  (16) 

 xjk≥ 0 j∈J and k=1, ..., r (17) 
 yi∈{0,1} for i∈I.  (18) 
In this model, the objective function (14) gives an estimation of the volume 
of uncovered demands. The constraints (15) ensure that the variables xjk are 
allowed to take the value 0, if there is at least one ambulance vehicle located 
in the access time Tk from the dwelling place location j. The constraint (16) 
puts the limit p on the number of located vehicles. 
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4. NUMERICAL EXPERIMENTS 
We have followed one goal only in this experimental part of work. We 
wanted to find how fast is a standard IP-solver when used on huge instances 
of problem described by the model (14)-(18). For these experiments, we 
used the medical emergency system design problem with the data 
originating at the Slovak road network with 2916 dwelling places, which 
represent aggregations of potential patients. The number of 223 points 
(locations) was taken into consideration as the value p in the solved 
instances. The access times tij were computed from real distances coming 
out from vehicle speeds connected with the individual link classes. The 
considered speed scenario was v = <105, 95, 75, 60, 50>, which are 
assumed average speeds in kilometer per hour on highways, roads of first, 
second and third class and on the local roads respectively. The set of 
candidate locations was formed from all towns and villages with more than 
300 inhabitants and present positive ambulance locations. This way, the set 
of 2284 candidate locations was obtained. The zone widths took values from 
1 to 2 minutes and the nine solved instances differ only in the number of 
zones. The instances for  
r = 1, 2, …, 9 were solved, where the instance with r=1 corresponds to a 
problem with criterion (1). The experiments were performed using the 
general optimisation software Xpress-IVE. The associated code were run on 
a personal computer equipped with the Intel Core 2 6700 processor with 
parameters: 2.66 GHz and 3 GB RAM. The results of numerical 
experiments are reported in Table 1, where each column corresponds to one 
instance of the problem and is specified by the value of r.  
        

r 1 2 3 4 5 6 7 
Objective 4.98e+06 6.45e+06 7.66e+06 8.63e+06 9.38e+06 9.93e+06 1.05e+07 
Time [s] 1.687 3.219 11.859 8.531 10.688 14.313 18.485 

Loc  223 223 223 223 223 223 223 
 Table 1 

8 9 
1.07e+07 1.08e+07 

21.938 18.968 
223 223 

 
The rows contain the objective function value (Objective) of optimal 
solution, the computation time in seconds (Time [s]) and the number of 
located ambulances (Loc). 
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5. CONCLUSIONS 
The presented results of numerical experiments show that the approximative 
models constitute a promising approach to huge location problems, which 
have been resisted to recent attempts to their solving. Even when the critical 
size of solved problems, i.e. the number of possible locations, exceeds 
considerably two thousands, the computational times are moderate in 
comparison with the location-allocation approaches. 
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Abstract 

In the paper, the design of the minimal network of hospitals using 
mathematical programming methods is described. The problem is formulated 
as a bicriterion location problem with two objectives. The former objective 
respects the transportation accessibility of hospitals by regular patients and 
the latter represents the accessibility by emergency vehicles. A set of 
solutions can be generated by varying weights of the particular criteria. Our 
computational experiments performed for the area of the Slovak Republic 
compare several solutions with the present location of hospitals and the 
proposal of the Ministry of Health Care of the Slovak Republic from July 
2007. 

1. Introduction 
In July 2007 the Ministry of Health Care of the Slovak Republic submitted 
to the Government a proposal defining which hospitals are necessary to 
provide health care in the Slovak Republic. The list of hospitals was 
denoted as the minimal network of hospitals. As a consequence, health 
insurance companies will be obliged to make a contract with the hospitals 
included in the minimal network while the funding of the other hospitals 
will be not guaranteed by the state. Among other reasons, in the 
argumentative report the Ministry said that the listed hospitals would 
provide urgent health care to population. The network of 45 hospitals was 
designed in such a way that an emergency ambulance could reach the 
nearest hospital in 30 minutes from any place of accident. Moreover, the 
network respected regional geographical accessibility without the 
emergency medical service (EMS). After a broad discussion the 
Government adopted the Order No 504/2007 Coll. of the National Council 
of the SR (effective from 15th November 2007), which lists only 12 general 
hospitals. This number is absolutely insufficient and it cannot guarantee the 
accessibility defined in the argumentative report. 

The goal of this paper is to reveal the possibilities of using mathematical 
methods for the design of a network of hospitals with special attention paid 
to the accessibility criteria mentioned above. The network design problem 
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can be formulated as a location problem, which aims to locate a predefined 
number of hospitals. More precisely, we face a discrete network location 
problem [1, 2], because facilities to be located (hospitals), as well as 
customers (cities and villages, where potential patients live) are located at 
nodes of a transportation network (the road network of the Slovak Republic 
in our case). There exist several types of network location models 
depending on the optimality criterion. The main topic of our paper is to 
define a proper model respecting both: 

a) transportation accessibility by EMS vehicles, 
b) regional transportation accessibility for people who need an 
examination or treatment in a hospital and use individual or public 
transport. 

2. Mathematical model 
Let us describe the problem more precisely. Hospitals to be included into 
the minimal network may be chosen from the set of present 68 general 
hospitals. Children and professional hospitals are not considered. To 
formalise the problem, let us denote the set of possible hospital locations by 
I. Hospitals provide health care service to people living in cities and 
villages. All 2916 municipalities of the Slovak Republic are regarded as 
„customers“ of the service. Let us denote the set of all municipalities by J. 
An individual municipality j has bj inhabitants.   

The question to be answered first is: “How to express transportation 
accessibility of hospital i by customer j?” Transportation accessibility is 
defined as resistance, which must be overcome on the way from location i to 
location j. This resistance is usually the travel time. Both the locations i and 
j are nodes of the road network. Based on the road quality, each road 
segment belongs to a class from a finite classification system. Further, an 
average speed of a vehicle movement can be associated to each road class. 
Then an estimation of the necessary traversing time for each road segment 
can be obtained from the segment length and the average speed 
corresponding to the segment class. Using segment times, the accessibility 
time tij is enumerated as the time length of the shortest path connecting i and 
j. Because the average speeds are not constant but they depend on the 
vehicle used, the accessibility time tij(v) is a function of vector 

1 2, , , rv v v=v …  of the speeds, at which the vehicle runs on the road of 
class 1, 2, ..., r (notation taken from Janáček [3]). It follows that the 
assignment of a municipality to a hospital also depends on a given speed 
scenario v. In the further presentation symbol i(v, j) stands for the hospital 
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included in the minimal network, which is the time-nearest one to 
municipality j considering the speeds given by v.  

First we formulate the criteria to be respected by the design. Let us begin 
with the criterion b) representing regional transportation accessibility using 
individual or public transport. The criterion (C1) can be expressed as the 
total travel time potential patients spend on their way to the nearest hospital: 

( , ), ( )j i j j
j J

b t
∈
∑ v v  (1) 

where the speed vector v corresponds to individual or public transport. 
Clearly, the best design is where people spend the less time by travelling.  

The second requirement stated by the Ministry says that the maximal 
ambulance travel time from a municipality to a hospital should not exceed 
30 minutes, i.e. ti(u,j),j(u) ≤ Tmax (= 30 minutes) should be true for every j ∈ J. 
(Now, patients are transported by emergency vehicles therefore another 
speed vector u is used.) In terms of location theory this means that every 
municipality should be covered by the service. However, this is an 
unrealistic requirement especially in the geographic conditions of the 
Slovak Republic where a part of population lives in small villages far away 
from hospitals. So there may be that some municipalities left uncovered in a 
design, but they still must be serviced. To maximise transportation 
accessibility by the EMS for all population the total travel time for 
uncovered municipalities should be minimised. The criterion (C2) becomes:  

( , ),

( )( , ),

( )j i j j
j J

maxt Ti j j

b t
∈

>

∑ u

uu

u  (2) 

The resulting objective function is a linear combination of criteria C1 and 
C2. The criteria are in conflict. Criterion C1 attracts hospitals to economic 
and administrative centres, where a lot of potential patients live. On the 
other hand, criterion C2 pulls hospitals to the edges of the region. A set of 
compromise (noninferior) solutions can be generated by varying weights of 
the particular criteria. The decision maker can then evaluate alternative 
solutions possibly considering other quantitative criteria such as maximum 
and average travel distances, as well as qualitative criteria such as the 
specialization of hospitals.  

In the mathematical model, two types of bivalent variables are used. 
Variables yi ∈ {0, 1} model the decision whether hospital i will be included 
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in the network (yi = 1) or not (yi = 0). Because the individual contribution of 
a municipality to the criterion value depends on the distance to the nearest 
opened hospital, we need other bivalent variables zij for each pair <i, j>. 
Variable zij takes the value 1 if hospital i is the nearest one to municipality j. 
Otherwise, it takes the value 0.  

For the sake of simplicity, two cost coefficients are used in the objective 
function:  

1. cij = bjtij(v),  

2. ( ) ( )if 
0 otherwise

max
j ij ij

ij
b t t T

d
⎧ >

= ⎨
⎩

u u
. 

Now the formulation of the model can be written as: 

Minimise ij ij ij ij
i I j J i I j J

c z d zα β
∈ ∈ ∈ ∈

+∑∑ ∑∑  (3) 

Subject to 1ij
i I

z
∈

=∑  for j ∈ J (4) 

 ij iz y≤  for i ∈ I, j ∈ J (5) 

 i
i I

y p
∈

≤∑   (6) 

 {0, 1}iy ∈  for i ∈ I (7) 

 {0, 1}ijz ∈  for i ∈ I, j ∈ J (8) 

The objective function (3) is a linear combination of criteria C1 and C2 with 
weights α and β, where α + β = 1. Constraints (4) ensure that each 
municipality is assigned to exactly one hospital. Constraints (5) are so 
called binding constraints, which force the variable yi take the value 1, 
whenever a municipality is assigned to location i. Constraint (6) puts the 
limit p on the number of opened hospitals. It is apparent that the objective 
will decrease with the increasing p, so (6) may be written as a strict 
equality. Consequently, the model (3)-(8) is identical to the p-median 
location problem. A major advantage of this formulation is that several 
efficient solution procedures exist for the p-median problem allowing large-
sized problems solving.  

Varying the values of α and β, alternative configurations of hospital 
locations are generated. A proper value of p is an open issue. It cannot be 
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defined in advance. Again, the decision maker can experiment with different 
values decreasing from the present number of hospitals to a minimal value. 
The minimal number of needed hospitals can be estimated by solving the 
Location Set Covering Problem (LSCP), which locates the minimal number 
of hospitals in such a way as to cover all municipalities covered by present-
day hospitals.    

3. Computational results 
In our computational experiments we propose several alternatives of the 
weights α and β and evaluate their impact on the final deployment of 
hospitals. As the Ministry of Health Care wants to reduce the number of 
hospitals, we evaluate the location of the minimal number of hospitals, 
which was set by the LSCP to 46. 

Our experiments were performed with v = 〈85, 75, 55, 40, 30〉, which are 
average speeds for individual transport in kilometres per hour on highways, 
roads of first, second and third class and on the local roads respectively (see 
[4]). The components of vector u for emergency vehicles were higher by 20 
kilometres per hour. 

We compared the following solutions: 
a) the present deployment of hospitals, 
b) the proposal of  the Ministry of Health Care of the Slovak 
Republic from July 2007, 
c) the solution of the Maximal Covering Location Problem 
(MCLP)1,  
d) the solutions of the bicriterion model (3)-(8) for different 
weights α and β ranging from 0 to 1.  

Table 1 compares the solutions in terms of the number of located hospitals, 
the total travel time (criterion C1), the total travel time by EMS for 
uncovered population (criterion C2), the average travel time by individual 
transport (criterion C1 divided by the population of the Slovak Republic), 
and the number of people living behind the 30-minutes limit.  

To see the impact of the hospital reduction, the first row of the table 
evaluates particular criteria for the present location of hospitals. 
Comparison with mathematical solutions reveals that mathematical models 
(precisely the MCLP model and the bicriterion model with weights α = 0, β 
                                                           
1 The objective of the MCLP is to maximise the population covered with the limited 
number of hospitals. 
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= 1) can locate a considerably reduced number of hospitals in such a way 
that the emergency accessibility decrease is negligible. However, increase in 
the average travel time is significant. On the other hand, the Ministry 
proposal emphasizes the individual accessibility regardless of the 
emergency accessibility. In this proposal, the number of people living 
behind the 30-minutes limit is the highest among of all solutions. The same 
is true for the total travel time for uncovered population. The bicriterion 
model may be used to generate compromise solutions. Every solution for α 
above 0 and β below 1 overcomes the Ministry proposal in the individual as 
well as emergency accessibility with almost the same number of located 
hospitals. For higher values of α, the first criterion outweighs the second 
one and the solution will preferably locate hospitals to big cities at the 
expense of the emergency accessibility of small villages located far away 
from regional centres. 

Table 1 

Comparison of proposals 

Design No. of 
hospital

s 

Total travel 
time 

[minutes] 

Total travel 
time for 

uncovered 
population 
[minutes] 

Average 
travel 
time 

[minutes]

No. of 
uncovered 
populatio

n 

Present 
hospitals 

68 45 856 194 1 331 050 8.53 39 593 

Ministry 
Proposal  

45 59 960 609 3 438 529 11.15 95 084 

MCLP 46 64 052 935 1 335 111 11.91 39 593 

Bicriterion 
model 

α β 

  

0 1 46 64 283 124 1 335 111 11.95 39 593 

0.05 0.95 46 59 693 458 1 386 041 11.10 41 200 

0.1 0.9 46 58 239 355 1 507 191 10.83 44 805 

0.3 0.7 46 57 936 484 1 547 633 10.77 45 782 

0.4 0.6 46 57 607 419 1 741 374 10.71 51 141 
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0.5 0.5 46 57 607 419 1 741 374 10.71 51 141 

1 0 46 57 607 419 1 741 374 10.71 51 141 

Mathematical models were implemented in the general optimisation 
software Xpress-MP. Their solution takes about 30 seconds on a personal 
computer equipped with the Intel Core 2 6700 processor with 2.66 GHz and 
3 GB of RAM. 

4. Conclusion 
In the paper, the design of the network of hospitals using mathematical 
programming methods is described. The resulting bicriterion location model 
respects both the transportation accessibility of hospitals by regular patients 
and the accessibility by emergency vehicles. By setting various weights for 
the particular criteria, several alternative solutions can be generated. Our 
computational experiments reveal the impact of particular criteria on the 
hospital deployment and on the accessibility in consequence. 
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A  REMARK  ON  NONLINEAR  FUNCTIONALS   
AND  EMPIRICAL  ESTIMATES  

 
Vlasta Kaňková, Department of Econometrics Institute of Information 

Theory and Automation Prague, Czech Republic 
 
 
Abstract. Optimization problems depending on a probability measure 
correspond very often to economic situations. Since the probability measure 
is there very often completely unknown, statistical estimates (based on date) 
have to replace mostly the unknown probability measure to obtain at least 
an approximate solution and an approximate optimal value. Properties of 
such statistical estimates have been investigated many times in the case of 
linear dependence of an objective function on the probability measure. 
However, this assumption is not fulfilled just in many economic models, see 
e.g. Markowitz model or some risk measures. We try to cover some of these 
complicated cases.   
Keywords: Stochastic optimization problems, nonlinear functionals, 
empirical estimates, convergence rate, portfolio selection, Markowitz 
model, deviations risk measures.  
 
 
1. INTODUCTION  
Let ( )S PΩ, ,  be a probability space; 1( ( ) [ ( ) ( )])s…ξ ξ ω ξ ω ξ ω:= = , ,  an s –
dimensional random vector defined on ( )S PΩ, , ;  ( ( ) )sF F z z R:= , ∈  the 
distribution function of ξ;  1iF i … s, = , ,  one–dimensional marginal 
distribution functions corresponding to F;  ( )F FP Z Z, :=  the probability 
measure and support corresponding to F.  Let, moreover, 0 0( ( ))g g x z:= ,  
be a real–valued (say continuous) function defined on n sR R× ;  nX R⊂  be 
a nonempty “deterministic" set. If the symbol EF  denotes the operator of 
mathematical expectation corresponding to F ,  then many economic 
applications correspond to a class of stochastic optimization problems that 
can be introduced in the form:  
 

Find  
 0( ) inf{E ( ) }FF g x x Xφ ξ= , | ∈ .  (1) 
 
In applications very often the “underlying" probability measure FP  has to be 
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replaced by empirical one; evidently, then the solution is sought w.r.t. the 
“empirical problem”:  
 

Find  
 0( ) inf{E ( ) }N

N
F

F g x x Xφ ξ= , | ∈ ,  (2) 

where NF  denotes an empirical distribution function determined by 
(mostly) an independent random sample 1{ }i N

iξ =  corresponding to the 
distribution function F .  If ( ) ( )NX F X F,  denote the optimal solution sets 
of the problems (1) and (2), then under rather general assumptions 

( ) ( )N NF X Fφ ,  are “good" stochastic estimates of ( ) ( )F X Fφ ,  (see e.g. [2], 
[5], [6], [8], [12], [15], [16], [17], [18], [19]). There were introduced 
assumptions guaranteeing the consistency, asymptotic normality and 
convergence rate. Especially, it means in the last case that there were 
introduced assumptions under which  

( )
1{ ( ) ( ) } 0 for 0 (0 )
2

N
NP N F F t tβω φ φ β⎯→∞: | − |> ⎯→ > , ∈ , . (3) 

To obtain this relation the Hoeffding inequality (see e.g. [4], [6]), large 
deviation (see e.g. [5]), Talagrand approach (see e.g. [13]) and the stability 
results (see e.g. [10]) have been employed.  

Furthermore, let us consider a simple “underlying" classical portfolio 
problem:  
 

Find  

 
1 1

max s t 1 0 1
n n

k k k k
k k

x x x k … n s nξ
= =

. . ≤ , ≥ , = , , , = ,∑ ∑  (4) 

where kx  is a fraction of the unit wealth invested in the asset k,  kξ  denotes 
the return of the asset {1 2 }k …n∈ , , .  If 1k k … nξ , = , ,  are known, then (4) is a 
linear programming problem. However, 1k k … nξ , = , ,  are mostly random 
variables with unknown realizations in a time decision. If we denote  
 E E ( )( ) 1k F k k j F k k j jc k j …nµ ξ ξ µ ξ µ,= , = − − , , = , ,  (5) 
then it is reasonable to set to the portfolio selection two–objective 
optimization problem:  
 

Find  

1 1 1 1

max min s t 1 0 1
n n n n

k k k k j j k k
k k j k

x x c x x x k … nµ ,
= = = =

, . . ≤ , ≥ , = , , .∑ ∑∑ ∑ (6) 
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Evidently, there exists only rarely a possibility to find an optimal solution 
simultaneously with respect to the both criteria. Markowitz suggested (see 
e.g. [3]) to replace the problem (6) by one–criterion optimization problem of 
the form:  
 

Find  
 

1 1 1 1

( ) max{ } s t 1 0 1
n n n n

M
k k k k j j k k

k k j k

F x K x c x x x k … nφ µ ,
= = = =

= − . . ≤ , ≥ , = , , ,∑ ∑∑ ∑
 (7) 
where 0K ≥  is a constant. Obviously, for every 0K ≥  there exists 

0 1λ∈ ,  such that the problem (7) is equivalent to the following one:  
 

Find  
 

1 1 1 1

( ) max{ (1 ) } s t 1 0 1
n n n n

k k k k j j k k
k k j k

F x x c x x x k … nλφ λ µ λ ,
= = = =

= − − . . ≤ , ≥ , = , , .∑ ∑∑ ∑
 (8) 
Evidently,  

2 2
1

1 1 1 1

( ) E { E [ ]} ( )
n n n n

k k j j F j j F j j n
k j j j

x x c x x x x x … xσ ξ ξ,
= = = =

= = − , = , ,∑∑ ∑ ∑  

can be considered as a risk measure, that can be replaced by  

 2
1

1 1

( ) E { E [ ]} ( )
n n

F j j F j j n
j j

x x x x x … xσ ξ ξ
= =

= − , = , , .∑ ∑  (9) 

For more details, see e.g. [1], where an analysis of the corresponding 
relationship (according to multiobjective optimization theory) is introduced. 
Konno and Yamazaki introduced in [11] another risk measure ( )w x  by  

 
1 1

( ) E E [ ]
n n

F k k F k k
k k

w x x xξ ξ
= =

= | − | .∑ ∑  (10) 

Moreover, they have recalled that 2( ) ( )w x xπσ=  in the case of 
mutually normally distributed random vector 1( )n…ξ ξ ξ= , , .   

Evidently, 
1

E
n

F k k
k

x yξ
=

| − |∑  is a Lipschitz function of y,  as well as the 

objective function 
1

[ (1 ) ( )] 0 1
n

k k
k

x w xλ µ λ λ
=

+ − , ∈ ,∑  is a Lipschitz function 
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of 
1

E [ ]
n

F k k
k

y xξ
=

:= .∑  Some others risk measures fulfilling the Lipschitz 

property can be found e.g. in [14].  
 

        To introduce more general problems covering (10), let 
11( ) ( ( ) ( ))mh x z h x z … h x z, = , , , ,  be 1m –dimensional vector function defined 

on n sR R× ,  1
0 ( )g x z y, ,  be a function defined on 1mn sR R R× × .  According 

to this new situation we replace the problem (1) by a stochastic 
programming problem in the form:  
 

Find  
 1 1

0( ) ( ) inf{E ( E ( )) }F FF F g x h x x Xφ φ ξ ξ:= = , , , | ∈ .  (11) 
 
2.  PROBLEM ANALYSIS  
To investigate the empirical estimates of the problem (11), evidently, we 
can employ the assertion introduced in [10].  

Lemma 1. [10] Let G  be an arbitrary s  dimensional distribution function. 
If  
 
1. 1

0 ( )g x z y, ,  is for every sx X z R∈ , ∈  a Lipschitz function of y Y∈  with a 
Lipschitz   constant ( )yL x z, ;  where 

1{ ( ) for some }m sY y R y h x z x X z R= ∈ : = , ∈ , ∈ ,   
2. for every x X y Y∈ , ∈  there exist finite mathematical expectations  
    E ( ) E ( ) E ( )y

F F GL x h x h xξ ξ ξ, , , , , ,    
    1 1 1

0 0 0E ( E ( )) E ( E ( )) E ( E ( ))F F F G G Gg x h x g x h x g x h xξ ξ ξ ξ ξ ξ, , , , , , , , , , , ,   
     
    then for every x X∈  it holds that  

 
1

1 1
0 0

2

1 1
0 0

E ( E ( )) E ( E ( ))

E ( ) E ( ) E ( )

E ( E ( )) E ( E ( ))

F F G G

y
F F G m

F G G G

g x h x g x h x

L x h x h x

g x h x g x h x

ξ ξ ξ ξ

ξ ξ ξ

ξ ξ ξ ξ

| , , , − , , , |≤

, , − , +

| , , , − , , , | .

 (12) 

(
1

2

m
⋅  denotes the Euclidean norm in 1mR .)   

Consequently, the assumptions guaranteeing the relation (3) can be 
employed in this case to obtain new results (for the problem (11)). However, 
the classical Markowitz problem (7) as well as some deviations risk 
measures mentioned in [14] is not covered by the problem (11). A special 
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case (dealing with the Markowitz model) has been considered in [9]. To 
recall this assertion we denote by the symbol ( ( ))C C n n:= ×  the matrix with 
elements 1k jc k j … n, , , = , ,  defined by the relation (5). Furthermore, we 

denote by the symbols ( ) ( )Nx F x F,  the solutions of the problem (7) and the 
corresponding empirical problem.  

Proposition 1. Let FZ X,  be compact sets, 10 { }i N
it ξ => ,  independent 

random sample, 1
21 2 (0 )N … β= , , , ∈ , ,  then  

 ( ){ ( ) ( ) } 0M M N
NP N F F tβω φ φ ⎯→∞: | − |> ⎯→ .  

If, moreover 0M >  and the matrix C  is positive definite, then also  
 

2

( ){ ( ) ( ) } 0N
Nn

P N x F x F tβω ⎯→∞: − > ⎯→ .  

 
Proof. The assertion of Proposition 1 follows immediately from Theorem 3 
[9].   

 
3. SOME AUXILIARY ASSERTIONS 
In this section we prove some auxiliary assertions. To this end we consider 

2s =  and set 1 2ξ ξ ξ η:= , := ,  where ( ) ( )ξ ξ ω η η ω:= , :=  are random 
valuables defined on ( )S PΩ, ,  with finite second moments. If we denote by 
the symbols ( )( )F F F Fηξ η ξ,:= , ,  the distribution functions of the random 

vector ( )ξ η,  and marginal distribution functions of the random valuables 
ξ  and η,  then  

E [( E )( E )] E [( E )( E )]

E E E E E E E E E E

E E E E E E E E

N N N

N N N N N

N N N N

F F F F F F

F F F F F FF F F F

F F F FF F F F

ξ ξ η η ξ ξ η η

ξη ξη ξ η ξ η ξ η ξ η

ξη ξη ξ η η η ξ ξ

| − − − − − |≤

| − |+| − |+| − |≤

| − |+| | | − |+ | | | − | .

(13) 

Consequently for 0t >   
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{ E [( E )( E )] E [( E )( E )] }

{ E E } { E E E }
3 3

{ E E E }
3

N N N

N N

N N

F F F F F F

F F FF F

FF F

P N t
t tP N P N

tP N

β

β β

β

ω ξ ξ η η ξ ξ η η

ω ξη ξη ω ξ η η

ω η ξ ξ

: | − − − − − |≥ ≤

: | − |> + : | | | − |> +

: | || − |> .

 (14) 
 
If we set ( )1 1 1( ) { E F } ( )N

N N c N
FF

t t t tω η η ,Ω = :| − |< , Ω = Ω−Ω  and assume 
(without loss of generality) that E 0Fη

η > , then  
 

1

1

1 1

{ E E E } { E E E ( )}
3 3

{ E E E ( )}
3

{ ( E ) E E ( )} { ( )}
3

{ E E } { E F }
3( E )

N N N N

N N

N

N N

N
F FF F F F

N c
FF F

N N c
F F F

F FF F
F

t tP N P N t

tP N t

tP N t t P t

tP N P N t
t

β β

β

β

β β

ω η ξ ξ ω η ξ ξ

ω η ξ ξ

ω η ξ ξ ω

ω ξ ξ ω η η
η

,

,

: | | | − |> = : | | | − |> Ω +

: | | | − |> Ω ≤

: + | − |> Ω + :Ω ≤

: | − |> + : | − |> .
+

∩

∩

∩

     (15) 
 

Lemma 2. Let ( ( ) ( ))ζ ξη ξ ω η ω= := .  Let moreover Fζ  denote the 

distribution function of ζ .  If  
1.  F FP P

ηξ
,  are absolutely continuous with respect to the Lebesgue 

measure on 1R  (we denote by f fηξ ,  the probability densities 

corresponding to F Fηξ , ),  

2. there exist constants 1 2 1 2 0C C C Cξ ξ η η, , , >  and 0T >  such that  

 1 2

1 2

( ) exp{ } for ( ) ( )

( ) exp{ } for ( ) ( )

f z C C z z T T

f z C C z z T T

ξ ξ
ξ

η η
η

≤ − | | ∈ −∞,− ,∞ ,

≤ − | | ∈ −∞,− ,∞ ,

∪
∪

 

 
     then, there exist constants 1 2 0 1C C Tζ ζ, > , >  such that for z T>   
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 1 1
2 2

2 2

( ) exp{ } (1 ) exp{ }z
C CF z C z F C z
C C

ζ ζ
ζ ζ

ζ ζ ζ
− ≤ − , − ≤ − .  

 
Proof. First, evidently, for z T>   

 

1 1
2 2

2 2

1 1
2 2

2 2

( ) exp{ } 1 ( ) exp{ }

( ) exp{ } 1 ( ) exp{ }

C CF z C z F z C z
C C

C CF z C z F z C z
C C

ξ ξ
ξ ξ

ξ ξξ ξ

ξ η
η η

η ηη η

− ≤ − , − ≤ − ,

− ≤ − , − ≤ − .

 

Consequently, if ( ) ( )ξ ω η ω=   a.s., then  
 

1
2

2

{ ( ) } 0 { ( ) } { ( ) } 2 exp{ }CP z P z P z C z
C

ξ

ξ
ω ζ ω ω ζ ω ω ξ ω: < − = , : > = :| |> = − ,

 
if ( ) ( )ξ ω η ω≠ ,  then evidently for 1z >   
 

1 1
2 2

22

{ ( ) } { ( ) ( ) }

{ ( ) ( ) ( ) } { ( ) ( ) ( ) }

{ ( ) } { ( ) } 2 exp{ } 2 exp{ }

P z P z

P z z P z z

C CP z P z C z C z
CC

ξ η
ξ η

ηξ

ω ζ ω ω ξ ω η ω

ω ξ ω η ω ξ ω ω ω ξ ω η ω η ω

ω ξ ω ω η ω

: > = : > ≤

: > ; | |> + : : > ; | |> ≤

:| |> + :| |> ≤ − + − .

 
Evidently, the assertion of Lemma 2 is valid.  
 

Furthermore, it follows from Lemma 2 that for z T>  there exist 1 2 3D D D, ,  
such that  

 2 2
1 3(1 ( )) D z D z

z

F u du D ze D eζ

+∞
− −− ≤ + .∫  (16) 

 
4.  CONVERGENCE RATE   
To introduce more general assertion dealing with the Markowitz problem 
we employ an approach employing in [10].  
Theorem. Let X  be a compact set. Let, moreover, { }

1

Ni

i
ξ

=
 be an 

independent random sample corresponding to the distribution function F ,  
1 2N …= , , .  If  
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1. 1
iFP i … n, = , ,  are absolutely continuous with respect to the 

Lebesgue measure on 1R     (we denote   by if  probability densities 
corresponding to )

iFP ,   

2. there exist constants 1 2 0i iC C, >  and 0T >  such that  

 1 2( ) exp{ } for ( ) ( ) 1i i
if z C C z z T T i … n≤ − ∈ −∞,− ,∞ , = , , ,∪  
 

then for 1
20 (0 )t β> , ∈ ,   

 ){ ( ) ( ) } 0M M N
NP N F F tβω φ φ ⎯→∞: | − |> ⎯→ .  

 
If, moreover 0M >  and the matrix C  is positive definite, then also  

 
2

){ ( ) ( ) } 0N
NP N x F x F tβω ⎯→∞: − > ⎯→ .  

 
Proof. Employing the relations (14), (15), (16), the assertion of Lemma 2 
and the technique employed in [10] we obtain the assertion of Theorem.   

 

CONCLUSION 

The paper deals with empirical estimates in the case of nonlinear functional. 
First, the functional, fulfilling the Lipschitz property are analyzed. 
Furthermore, the Markowitz case is studied separately. Evidently, the 
second moment employed in the Markowitz case is a special case of more 
general class of the deviations risk measures. 

Of course, results of mathematical statistics can be employed to extend 
the class of probability measures guaranteeing the results of Theorem. 
However, the “statistical” approach did not covered the above mentioned 
deviations risk measure that can be covered by approach employed in this 
contribution. Moreover, a similar approach can be employed for stability 
investigation. 
 
 
Acknowledgment The research was supported by the Czech Science 
Foundation under Grants 402/07/1113, 402/08/0107 and 402/06/0990.  

REFERENCES 

1. CABALLERO, R., CERDÁ, R., MIÑOZ, M. M., REY, L. and 



132      Multiple Criteria Decision Making XIV 

STANCU–MINASIAN, I.M.: Efficient Solution Concepts and Their 
Relations in Stochastic Multiobjective Programming. Journal of Optim. 
Theory and Applications (2001), 110, 1, 53–74.  

2. DUPAČOVÁ, J., WETS, R. J.-B.: Asymptotic Behaviour of Statistical 
Estimates and Optimal Solutions of Stochastic Optimization Problems. 
Ann. Statist. (1984), 16, 1517–1549.  

3. DUPAČOVÁ, J., HURT, J. and ŠTÉPÁN, J.: Stochastic Modelling in 
Economics and Finance. Kluwer, London 2002.  

4. HOEFFDING, W.: Probability Inequalities for Sums of Bounded 
Random Variables. Journal of Americ. Statist. Assoc. (1963), 58, 301, 
13–30.  

5. KANIOVSKI, Y. M., KING, A. J. and WETS, R. J.-B.: Probabilistic 
Bounds (via Large Deviations) for the Solutions of Stochastic 
Programming Problems. Annals of Oper. Res. (1995), 56, 189–208.  

6. KAŇKOVÁ, V.: An Approximative Solution of Stochastic 
Optimization Problem. In: Trans. 8th Prague Conf. 1974. Academia, 
Prague 1978, 349–353.  

7. KAŇKOVÁ, V., LACHOUT, P.: Convergence Rate of Empirical 
Estimates in Stochastic Programming. Informatica (1992), 3, 497–523.  

8.  KAŇKOVÁ, V.: A Note on Estimates in Stochastic Programming. J. 
Comput. Math. (1994), 56, 97–112.  

9. KAŇKOVÁ, V.: Multiobjective Programs and Markowitz Model. In: 
Proceedings of International Conference “Quantitative Methods in 
Economics (Multiple Criteria Decision Making XI)”, Slovak Society 
for Operations Research&University of Economics in Bratislava, 
Bratislava 2004, 109–117.  

10. KAŇKOVÁ, V.: Empirical Estimates via Stability in Stochastic 
Programming. Research Report UTIA 2007, No. 2192.  

11. KONNO, H. and YAMAZAKI, H.: Mean–Absolute Deviation Portfolio 
Optimization Model and Its Application to Tokyo Stock Markt. 
Magement Science (1991), 37, 5, 519–531.  

12.  DE MELLO, TITO HOMEN : On Rates of Convergence for Stochastic 
Optimization Problems under Non–i.i.d. Sampling. Speps 2006.  

13. PFLUG,G.Ch.: Stochastic Optimization and Statistical Inference. In: 
Stochastic Programming (A. Ruszczynski and A.A. Shapiro, eds.)  
Handbooks in Operations Research and Managemennt Science, Vol 10, 
Elsevier, Amsterodam 2003, 427-480. 

14. PFLUG, G. CH., RÖMISCH, W.: Modeling, Measuring and Managing 
Risk. World Scientific Publishing Co.Pte. Ltd., Singapore 2007.  

15. RÖMISCH, W., WAKOLBINGER, A.: Obtaining Convergence Rates 
for Approximations in Stochastic Programming. In: Parametric 



Quantitative Methods in Economics      133 

Optimization and Related Topics (J. Guddat, ed.). Akademie Verlag, 
Berlin 1987, 327–343.  

16. SHAPIRO, A.: Quantitative Stability in Stochastic Programming. Math. 
Program. (1994), 67, 99–108. 

17. VOGEL, S.: Stability Results for Stochastic Programming Problems. 
Optimization 1988, 19, 269–288.  

18. WANG, L., WANG, J.: Limit Distribution of Statistical Estimators for 
Stochastic Programs with Dependent Samples. Z. Angew. Math. Mech. 
(1999), 79, 257–266.  

19. WETS, R. J. - B.: A Statistical Approach to the Solution of Stochastic 
Programs with (Convex ) Simple Recourse. Research Report, 
University of Kentucky, USA 1974. 

 
 
 
VLASTA KAŇKOVÁ  
Department of Econometrics 
Institute of Information Theory and Automation  
Academy of Science of the Czech Republic 
Pod Vodárenskou věží 4, 182 08 Praha 8, Czech Republic 
e-mail: kankova@utia.cas.cz  
 



134      Multiple Criteria Decision Making XIV 

HEURISTIC METHODS FOR „MANY-TO-MANY“ DISTRIBUTION 
SYSTEM DESIGN PROBLEM 

 
Michal Koháni, University of Žilina, Slovakia 

 
Abstract: Many-to-many distribution system is a special case of 
transportation system, where flows of goods from primary sources to 
customers are concentrated in terminals to create a bigger flow between 
terminals. This model belongs to discrete quadratic programmes and the 
optimal solution can’t be found because of time purposes. First method for 
solving the problem reformulates the model to the form of linear 
programming problem to be able to use algorithms for integer programming. 
Second method is to use a metaheuristic method to solve the problem. 
Genetic algorithm or SUPRA method seems to be good for this purpose. 
Keywords: Many-to-many distribution system, linearization, transportation 
system  
 
1 INTRODUCTION 
A transportation system, which has approximately the same number of 
primary sources as number of customers, seems to be a marginal case of a 
distribution system. This case includes such instances as National Postal 
Network or cargo railway system [5], which provides transport of carriages 
between railway stations. In these cases, demands of customers form a 
matrix of yearly flows from sources to places of destination. We denote this 
matrix as B = {bsj }, for s ∈ S and j ∈ J, where S is a set of sources and J 
denotes set of customers. The fact that unit cost of transportation is smaller 

when bigger bulks of items are 
transported, approves 
concentration of flows between 
different pairs of source and 
customer to stronger flows at least 
on a part of their way. This flow 
concentration needs terminals, in 
which transhipment of transported 
items is performed and bigger 
bulks are formed or, on the other 
side, where bulks are split into 
smaller groups designated to 
different customers. 
On the contraries to the classical 
distribution systems, in which big 
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bulks leave primary source, another situation emerges in the many-to-many 
distribution systems. Primary sources send relative small bulks of items and 
it is useful to concentrate them to bigger bulks in the terminals located near 
the sources and then to send these bigger bulks to remote terminals and to 
split them there (see Figure 1). 
We restrict ourselves here to the distribution system, in which a 
customer/source is assigned to only one terminal and an exchange of the 
consignments between the customer/source and other primary sources or 
customers is done via this assigned terminal, as it is shown in Fig. 1. 
Furthermore, we consider the general case, in which any source is also a 
customer, what is the case of post offices, railway stations and so on. We do 
not make any difference between a primary source and a customer hereafter 
and we introduce the set J’ ={1, …, n}, of customer-sources, for which 
matrix B gives by coefficients bsj the yearly volume of the consignments, 
which are sent from the object s to the object j and it gives by coefficients 
bjs the total yearly volume sent from the object j to the object s.  

 
2 MODEL OF MANY-TO-MANY DISTRIBUTION SYSTEM DESIGN PROBLEM 
Let us consider a case with a linear cost estimation function with unit cost e0 
for one item transport along unit distance on the way from a primary source 
to a terminal or from a terminal to a customer. Next, let us consider unit cost 
e1 for one item transport along unit distance on the way between terminals. 
Furthermore we denote possible terminal locations by symbol i=1, …, m, 
where each place i is associated with yearly fixed charges fi for building and 
performance of the terminal i and with unit cost gi for transhipment of one 
unit in the terminal. In accordance to the previous definition, we denote by 
s∈ J´ object which sends consignments with the yearly total amount bsj from 
s to j=1, …, n. Symbol dpq denotes the distance between objects p∈ J´  and 
q∈ J´. Our goal is to assign each sending or receipting object to exactly one 
terminal so that the total yearly cost of the designed system be minimal. If 
we denote by  yi ∈ {0, 1} for i= 1, …, m the bivalent variable, which 
corresponds to the decision if a terminal will (yi =1) or will not (yi =0) be 
built at place i and if we introduce the variable zij ∈ {0, 1} for i =1, …, m a j 
=1, …, n, which says if object j will (zij =1) or will not (zij =0)  be assigned 
to place i, then we can establish following mathematical programming 
model of the problem.  
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  zij ≤ yi for i=1, …, m, j=1, …, n, (3) 
  yi ∈ {0, 1}  for  i=1, …, m, (4) 
  zij ∈ {0, 1}  for i=1, …, m, j=1, …, n. (5) 
The model belongs to discrete quadratic programmes due the third term of 
(1).  
 
3 SOLVING TECHNIQUES 
 
The model belongs to discrete quadratic programmes due the second term of 
(1). The exact solution of this type of problems is hard due the time reasons. 
For approximate solving of this problem some of approximate or heuristic 
methods can be used, for example SUPRA algorithm or genetic algorithm. 
These methods don’t give us an exact solution, so we need to know, how 
„far“ from optimal solution we are. For knowing this, we have to estimate 
this optimal value and we can use lower bound solution of the problem. 
Solution techniques for lower bound solution of the problem were 
mentioned in [7]. 
 
4 SUPRA ALGORITHM 
The SUPRA algorithm is a heuristic method based on the gradient method. 
This algorithm gives us a good combination for the set of parameters p∈P, 
which optimize the objective function of given problem. This combination 
of parameters is the outcome of the solving and optimizing process. Solving 
process can be written as: 
Minimize F(p) 
Subject to p∈P 
Input to this algorithm is the solved problem a (written in the form of 
mathematical model) and the set of initial parameters pc.  
The basic step of this algorithm tries to search the best solution in the 
surrounding of actual solution by the method of the best proofs combinated 
with a local search in the direction of the statistical gradient. This new 
solution, a set of parameters pn with appropriate objective value F(pn) is 
given to the algorithm for next processing. 
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The basic step of this algorithm can be described: 
 
4.1 Generating of proofs: 
A new set of parameters can be achieved: 
pj= pc+rj, where rj is randomly generated and pj∈P. 
rj=w+x, where w is a parameter of learning and x is a randomly generated 
vector with balanced probability distribution with maximal value A, where 
A is a size of difference.  
 
Actualization of wi depends on the parameter of memory B∈(0, 2) and the 
intensity of learning C∈(0, 1): 
wi = B*wi +C*((F(pc)- F(pj))*(pj

i – pc
i ))     

 (6) 
 
The statistical gradient r is actualized by: 
r:=r+ ((F(pc)- F(pj))*(pj

i – pc
i ))      

 (7) 
 
4.2 Local search in the direction of statistical gradient: 
p=pc+αr, where α is size of step for searching in the direction of statistical 
gradient. 
 
The SUPRA algorithm finish the solving process after achieving a given 
number of steps or given number of steps after the last improving the 
objective value. 
In the case of “many-to-many” distribution system design problem we can 
use the SUPRA algorithm. The objective value of the solved problem will 
be (1) in the form of a linear uncapacitated location problem. In this case the 
BBDual procedure can be used for obtaining of the value of  solution. Initial 
parameters pc will be parameters iβ  for example, mentioned in [4]. 
 
5 GENETIC ALGORITHM 
A genetic algorithm is a search technique used to find exact or approximate 
solutions to optimization and search problems. Genetic algorithm is 
categorized as metaheuristic.  
Genetic algorithms are implemented as a computer simulation in which a 
population of abstract representations (called chromosomes) of candidate 
solutions (called individuals) to an optimization problem evolves toward 
better solutions. Traditionally, solutions are represented in binary as strings 



138      Multiple Criteria Decision Making XIV 

of 0s and 1s. The evolution usually starts from a population of randomly 
generated individuals and happens in generations. In each generation, the 
fitness ratio of every individual in the population is evaluated, multiple 
individuals are stochastically selected from the current population (based on 
their fitness ratio), and modified (recombined and possibly randomly 
mutated) to form a new population. The new population is then used in the 
next iteration of the algorithm. The algorithm terminates when either a 
maximum number of generations has been produced, or a satisfactory 
fitness level has been reached for the population. If the algorithm has 
terminated due to a maximum number of generations, a satisfactory solution 
may or may not have been reached.  
When we want to solve the many to many distribution system design 
problem using the genetic algorithm, we must describe chromosome and the 
fitness ratio. The chromosome y = (y1,y2,…,ym ) can be described as the 
vector of bivalent variables yi . The fitness ratio can be the objective 
function of the original problem (1).  
The genetic algorithm in general can be described by these steps: 
 0. Initialization of initial population  
 1. Choose parents  
 2. Crossover  
 3. Mutation  
 4. If not enough members of the new , go to the step 1, else go to 
the step 5 
 5. Selection  
 6. If the point of finish is achieved, finish, elsewhere go to the step 
1  
 
6 NUMERICAL EXPERIMENTS 
The set of test problems was created from real network and from real many-
to-many problem, which was formulated in the frame of the project [5] in 
which railway infrastructure and yearly carriage flows were analyzed. This 
original problem, in which 53 possible locations and almost five hundred 
railway stations-customers were considered, was cut into sequence of 
smaller subproblems, in which 5, 9 or 15 possible locations were considered 
and where the number of considered railway stations ranged from ten to 
eighty by step of ten. The original fixed charges were adjusted for a 
particular subproblem proportionally to its total flow size to obtain non-
trivial results. This way, three instances came into being for each problem 
size. The first one has the original fixed charges and the next two instances 
with modified fixed charges, what led to different solutions. 
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A goal of  this investigation was to compare, how precise are these 
linearization methods in comparision wiht exact solutions and which of this 
method gives more precise upper bound of solution in this problem. 
Experiments were made in Delphi 7 enviroment. 
In the Table 1 are described solutions for smaller subproblem consists of 5 
possible locations of terminal and number of custumers 10 to 90 (step by 
10). In  the column “Optimal” are solutions of exact linearisation of the 
problem [3]. Tha value of gap is the difference between optimal solution 
value and value of appropriate method. 

Table 1 - 5 possible locations 
Optimal SUPRA Genetic alg. 

Customers 
Object. 
value 

Object. 
value Gap (%) 

Object. 
value Gap (%)  

10 89363 89363 0 89363 0 
20 233059 233059 0 233059 0 
30 323475 323546 0,021949 323475 0 
40 373653 373799 0,039074 373653 0 
50 403270 403545 0,068193 403270 0 
60 473211 473252 0,008664 473211 0 
70 497436 497477 0,008242 497436 0 
80 509545 509595 0,009813 509545 0 
90 513898 513947 0,009535 513898 0 

 
7 CONCLUSION 
From these above mentioned experiments we can see, that genetic algorithm 
gives us solutions, which are equal to exact solution objective value. This 
equality of values can be reffected by the size of the problem and by the 
number of the possible terminals. In our case the number of possible 
locations is small and the genetic algorithm can pass over all possible 
solutions and choose the best one. When the number of possible locations of 
terminals will increase, the results will not be so exact and will depend on 
the set of parameters of the genetic algorithm (number of individuals in 
population and the number of population changes from the last change of 
the best solution).  

Solution of the SUPRA method is near to the solution of exact linearization 
method (mentioned in [4]). 
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MODELLING OF UNEMPLOYMENT FOR OKEČ (SUR MODEL) 
 

Peter Komáromy, Department of Operations Research and Econometrics, 
University of Economics, Dolnozemská 1/b, 852 35 Bratislava, Slovakia 

 
Abstract:  This article deals with the problem of estimation of a model it 
consists from more than one equation. There are problems such an 
autocorrelation, non-significant parameters; random units do not have 
normal distribution, etc. We can solve all these problems with the particular 
tests, statistics and methods. I have applied this macroeconomic model and 
all mentioned tests to particular sectors of OKEČ and I have created multi-
equation model for all sectors of OKEČ. This multi-equation model is 
named as a SUR model. SUR model is defined in the next passages of the 
article. For the estimation and all the tests and statistics I have used 
programme Eviews5. 
Keywords: econometric, macroeconomy, OKEČ, SUR-model, estimation, 
statistics, hypothesis, autocorrelation, normal distribution, significance 
 
1. INTRODUCTION 
Models with seemingly unrelated regressions are models, where the 
structural matrix of endogenous variables is diagonal. This means, every 
equation contains only one endogenous variable – dependent variable. We 
have m linear equations, they can be written in this form: 
 
y1 = X1β1 + u1,          u1 ~ N (0, σ2

u1In) 
y2 = X2β2 + u2,          u2 ~ N (0, σ2

u2In) 
                            . 
                            . 
                            . 
ym = Xmβm + um,          um ~ N (0, σ2

umIn) 
 
In every equation there is n observations. There is ki + 1 of explanatory 
variables and this number can be different in every other equation. Variables 
yi and ui are n-dimensional vectors, Xi is (n х ki + 1)–dimensional matrix 
and βi is ki + 1-dimensional vector. It seems, this is not a system of 
equations, but only an ensemble of equations. Covariance between random 
units in two separate equations in the same time represents the only one 
connection between these two equations. Covariance between random units 
in two separate equations in different time equals 0. If there is not 
a correlation between various equations, we can use least square method to 
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estimate the equation. If there is a correlation between various equations, we 
can not use a least square method, because estimation by this method would 
not be effective and that is why we use generalized least square method to 
estimate the equations. In this method residuals from least square method 
are used for estimation of a variance - covariance matrix Ω. Estimation in 
this method is more effective than estimation in least square method, 
because t-statistics shows a better values. 
 
2. MODELLING OF UNEMPLOYMENT FOR PARTICULAR SECTORS OF OKEČ 
I have modelled the unemployment for 14 sectors of OKEČ. I have used 
some explanatory variables (real minimal wage, employee bonuses, labour 
productivity and number of hours worked). Variables in various sectors are 
marked with various indexes, for example unemployment in sector A. + B. 
is specified as NEZ1 or labour productivity in sector D. is specified as PP3. 
Variable RMM (real minimal wage) reaches the same values in every sector 
of OKEČ and that is why I did not use indexes by this variable. My main 
goal is modelling unemployment with explanatory variable RMM, so I tried 
to get variable RMM in every equation. This variable (also other 4 
variables) can be used in normal form (in present time) or in delayed form 
(1, 2, 4, 8 observations delay). I have used also variables with 4 and 8 
observations delayed and these variables could be important part of 
estimation, because I have worked with quarterly dates. The main 
importance of other explanatory variables is to improve equations and 
significance of RMM variable. In the next part of my work I have estimated 
all 14 equations by the least square method, I have tested parameters of 
every equation by t-statistics and p-value, I have tested autocorrelation by 
Breusch-Godfrey test, I have tested by Jarque-Bera test if random units has 
a normal distribution and I have also estimated parameters of equations by 
two-stage least square. In this method I have used all predetermined 
variables of system as the instruments. I have noticed p-value by all these 
tests and by the help of p-value I have rejected or accepted null hypothesis. 
I have applied these tests to all 14 equations.  I did not test 
heteroskedasticity, because this problem is not by time series actual.   In this 
article I will present only the statistics of (for example) 3.equation, because 
statistics of all 14 equations would take a place of many pages.  
 
Sector D (industrial manufacture) 
 
Dependent Variable: NEZ3   
Method: Least Squares   



Quantitative Methods in Economics      143 

Date: 01/04/08   Time: 12:23   
Sample (adjusted): 1996Q3 2006Q4  
Included observations: 42 after adjustments  

Variable Coefficient Std. Error t-Statistic Prob.   

C -9.470442 5.641072 -1.678837 0.1014 
NEZ3(-1) 1.046148 0.042840 24.41998 0.0000 
RMM(-1) -0.009636 0.002170 -4.440357 0.0001 
ODM3(-1) 0.001858 0.000483 3.842600 0.0004 

R-squared 0.945610     Mean dependent var 80.24762 
Adjusted R-squared 0.941316     S.D. dependent var 19.78052 
S.E. of regression 4.791806     Akaike info criterion 6.062085 
Sum squared resid 872.5335     Schwarz criterion 6.227577 
Log likelihood -123.3038     F-statistic 220.2172 
Durbin-Watson stat 1.555107     Prob(F-statistic) 0.000000 

 
We can see unemployment as a dependent variable and unemployment, real 
minimal wage and employee bonuses as explanatory variables, but all 
explanatory variables are delayed on 1 observation. Probability by all these 
variables is lesser than value 0,05 and it means, I can reject the null 
hypothesis and all parameters by explanatory variables are significant. Only 
parameter β0 is not significant, but this fact is not important. Coefficient R-
squared reaches very good value (94,56%) and it means, mentioned 
variables represent  94,56% variability of 3. equation. By the help of F-
statistics (probability by F-statistics) I can see, equation is significant, 
because probability is lesser than value 0,05. By the help of Durbin-Watson 
statistics I could test autocorrelation, but in this equation there are some 
delayed variables and that is the reason, why I can not use Durbin-Watson 
statistics to test this equation. 
 
Breusch-Godfrey Serial Correlation LM Test:  

F-statistic 2.006441     Prob. F(4,34) 0.115721 
Obs*R-squared 8.020844     Prob. Chi-Square(4) 0.090818 

     
Test Equation:   
Dependent Variable: RESID   
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Method: Least Squares   
Date: 01/10/08   Time: 20:38   
Sample: 1996Q3 2006Q4   
Included observations: 42   
Presample missing value lagged residuals set to zero. 

Variable Coefficient Std. Error t-Statistic Prob.   

C 2.729625 5.528990 0.493693 0.6247 
NEZ3(-1) -0.033649 0.044681 -0.753092 0.4566 
RMM(-1) 0.000362 0.002132 0.169945 0.8661 
ODM3(-1) -6.31E-05 0.000476 -0.132454 0.8954 
RESID(-1) 0.258891 0.166124 1.558418 0.1284 
RESID(-2) -0.125741 0.175383 -0.716948 0.4783 
RESID(-3) 0.108717 0.175190 0.620567 0.5390 
RESID(-4) 0.326499 0.173128 1.885883 0.0679 

 
I have tested autocorrelation by the help of Breusch-Godfrey test. 
Probability by Chí-square is higher than value 0,05 and that is the reason 
why I do not reject null hypothesis and autocorrelation coefficient equals to 
0. It means, in 3. equation there does not exist any autocorrelation. Another 
argument of missing autocorrelation is, probability by variables RESID (-1), 
RESID (-2), RESID (-3), RESID (-4) is higher than value 0,05.  
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Series: Residuals
Sample 1996Q3 2006Q4
Observations 42

Mean      -1.21e-15
Median   0.086130
Maximum  13.70259
Minimum -8.525111
Std. Dev.   4.613167
Skewness   0.416664
Kurtosis   3.292595

Jarque-Bera  1.365082
Probability  0.505331
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Further I have tested, if random units do have a normal distribution. First 
I looked on this graph and I see random units could have a normal 
distribution. Second I looked on the table next to graph and I see probability 
by Jarque-Bera statistics reaches a value 0,505331 and I can not reject the 
null hypothesis and that is the reason why random units do have a normal 
distribution.  
 
Dependent Variable: NEZ3   
Method: Two-Stage Least Squares  
Date: 03/27/08   Time: 17:08   
Sample (adjusted): 1998Q2 2006Q4  
Included observations: 35 after adjustments  
Instrument list: NEZ1(-1) NEZ1(-4) RMM(-4) ODM1(-1) NEZ2(-1) RMM( 
        -1) ODPHOD2(-2) NEZ3(-1) ODM3(-1) NEZ4(-1) PP4 NEZ5(-1) 
        PP5 ODPHOD5 ODPHOD5(-4) NEZ6(-1) ODM6(-1) RMM PP7 
        ODPHOD7(-1) PP8(-4) PP9(-1) ODM9(-1) ODM9(-4) PP10(-1) 
        PP10(-8) ODPHOD10(-2) ODPHOD10(-8) NEZ11(-4) PP11 
        ODM11 ODM11(-4) NEZ12(-1) ODM12(-1) PP12(-4) NEZ13(-1) 
        NEZ13(-2) NEZ13(-8) ODM13(-1) ODPHOD13 ODM14(-1) 
        ODM14(-2) ODPHOD14(-4)    

Variable Coefficient Std. Error t-Statistic Prob.   

C 0.784578 7.550102 0.103916 0.9179 
NEZ3(-1) 0.977562 0.053357 18.32109 0.0000 
RMM(-1) -0.009807 0.002223 -4.412560 0.0001 
ODM3(-1) 0.001745 0.000504 3.463604 0.0016 

R-squared 0.923165     Mean dependent var 86.01429 
Adjusted R-squared 0.915729     S.D. dependent var 16.28612 
S.E. of regression 4.727772     Sum squared resid 692.9067 
Durbin-Watson stat 1.647102     Second-stage SSR 692.9067 
 
Further I have estimated this equation by the help of 2-stage least square and 
by the estimation I have used all predetermined variables of a model as the 
instruments. We can see, all explanatory variables are significant also in this 
time and coefficient R-squared reaches value 92, 32% and that is well result.  
 
3. MODEL OF MORE THAN ONE EQUATION 
After estimating parameters of all 14 equations I have estimated all 14 
equations whole as a system. I have done it by the help of 2-stage least 
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square, 3-stage least square and SUR-method. Next I will present 
specification of all 14 equations: 
 
nez1=c(10)+c(11)*nez1(-1)+c(12)*nez1(-4)+c(13)*rmm(-4)+c(14)*odm1(-1) 
nez2=c(20)+c(21)*nez2(-1)+c(22)*rmm(-1)+c(23)*odphod2(-2) 
nez3=c(30)+c(31)*nez3(-1)+c(32)*rmm(-1)+c(33)*odm3(-1) 
nez4=c(40)+c(41)*nez4(-1)+c(42)*rmm+c(43)*rmm(-4)+c(44)*pp4 
nez5=c(50)+c(51)*nez5(-1)+c(52)*rmm(-
1)+c(53)*pp5+c(54)*odphod5+c(55)*odphod5(-4) 
nez6=c(60)+c(61)*nez6(-1)+c(62)*rmm(-1)+c(63)*odm6(-1) 
nez7=c(70)+c(71)*rmm+c(72)*rmm(-4)+c(73)*pp7+c(74)*odphod7(-1) 
nez8=c(80)+c(81)*rmm+c(82)*rmm(-4)+c(83)*pp8(-4) 
nez9=c(90)+c(91)*rmm(-1)+c(92)*pp9(-1)+c(93)*odm9(-1)+c(94)*odm9(-4) 
nez10=c(100)+c(101)*rmm(-4)+c(102)*pp10(-1)+c(103)*pp10(-
8)+c(104)*odphod10(-   2)+c(105)*odphod10(-8) 
nez11=c(110)+c(111)*nez11(-4)+c(112)*rmm(-
1)+c(113)*pp11+c(114)*odm11+c(115)*odm11 (-4) 
nez12=c(120)+c(121)*nez12(-1)+c(122)*rmm(-1)+c(123)*odm12(-1)+c(124)*pp12(-
4) 
nez13=c(130)+c(131)*nez13(-1)+c(132)*nez13(-2)+c(133)*nez13(-
8)+c(134)*rmm(-1)+c(135)  *odm13(-1)+c(136)*odphod13 
nez14=c(140)+c(141)*rmm(-4)+c(142)*odm14(-1)+c(143)*odm14(-
2)+c(144)*odphod14(-4) 
 
PP – labour productivity, NEZ – unemployment, ODM – employee bonuses, 
RMM – real minimal wage, ODPHOD – number of hours worked 
 
All parameters in these 14 equations are significant, in all 14 equations does 
not exist autocorrelation and random units in all 14 equations do have 
a normal distribution. Further I will present estimation by 3-stage least 
square: 
 
System: MAKRO    
Estimation Method: Three-Stage Least Squares  
Date: 01/10/08   Time: 21:00   
Sample: 1998Q2 2006Q4   
Included observations: 35   
Total system (balanced) observations 490  
Linear estimation after one-step weighting matrix 

 Coefficient Std. Error t-Statistic Prob.   

C(10) -9.911437 5.619579 -1.763733 0.0785 
C(11) 0.377326 0.083093 4.541035 0.0000 
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C(12) 0.566527 0.077962 7.266744 0.0000 
C(13) -0.001457 0.000417 -3.495434 0.0005 
C(14) 0.004267 0.000878 4.861998 0.0000 
C(20) 6.485064 1.989547 3.259569 0.0012 
C(21) 0.677823 0.073448 9.228549 0.0000 
C(22) -0.000619 0.000204 -3.040369 0.0025 
C(23) -0.000495 0.000180 -2.751540 0.0062 
C(30) 9.241318 5.727068 1.613621 0.1074 
C(31) 0.894486 0.039704 22.52898 0.0000 
C(32) -0.009773 0.001596 -6.123104 0.0000 
C(33) 0.001690 0.000352 4.798483 0.0000 
C(40) 1.043183 0.379313 2.750194 0.0062 
C(41) 0.748216 0.076526 9.777234 0.0000 
C(42) 0.000816 0.000312 2.617200 0.0092 
C(43) -0.001215 0.000327 -3.712476 0.0002 
C(44) 4.50E-06 8.85E-07 5.088521 0.0000 
C(50) 88.75839 7.216722 12.29899 0.0000 
C(51) 0.394334 0.055109 7.155564 0.0000 
C(52) -0.002980 0.000499 -5.978120 0.0000 
C(53) -8.07E-05 2.07E-05 -3.897753 0.0001 
C(54) -0.000411 8.89E-05 -4.619254 0.0000 
C(55) -0.000272 9.05E-05 -3.005941 0.0028 
C(60) 6.502857 2.558266 2.541901 0.0114 
C(61) 0.913845 0.046525 19.64192 0.0000 
C(62) -0.003004 0.000762 -3.942095 0.0001 
C(63) 0.000723 0.000245 2.943602 0.0034 
C(70) 35.56388 4.337165 8.199799 0.0000 
C(71) 0.003708 0.001195 3.103689 0.0020 
C(72) -0.004135 0.001234 -3.351932 0.0009 
C(73) -0.000141 2.59E-05 -5.425331 0.0000 
C(74) -0.000490 0.000150 -3.256983 0.0012 
C(80) 16.26305 2.008743 8.096133 0.0000 
C(81) 0.004679 0.001027 4.554316 0.0000 
C(82) -0.004755 0.001057 -4.496623 0.0000 
C(83) -4.98E-05 1.36E-05 -3.652417 0.0003 
C(90) 1.960997 0.347607 5.641418 0.0000 
C(91) 0.001006 0.000167 6.023628 0.0000 
C(92) -5.43E-07 1.16E-06 -0.468578 0.6396 
C(93) -0.000715 0.000155 -4.601702 0.0000 
C(94) -0.000489 0.000133 -3.667107 0.0003 
C(100) 1.534691 3.779240 0.406085 0.6849 
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C(101) -0.000898 0.000214 -4.193854 0.0000 
C(102) -5.00E-05 7.79E-06 -6.411943 0.0000 
C(103) 7.08E-05 6.39E-06 11.08124 0.0000 
C(104) -0.000177 2.93E-05 -6.041643 0.0000 
C(105) 0.000270 4.40E-05 6.137487 0.0000 
C(110) 18.83897 2.129077 8.848419 0.0000 
C(111) 0.319871 0.093277 3.429263 0.0007 
C(112) -0.002538 0.000398 -6.371102 0.0000 
C(113) -5.08E-05 8.43E-06 -6.023728 0.0000 
C(114) -0.001554 0.000274 -5.662941 0.0000 
C(115) 0.002423 0.000347 6.992542 0.0000 
C(120) 7.936789 1.450027 5.473546 0.0000 
C(121) 0.580658 0.086029 6.749533 0.0000 
C(122) 0.001364 0.000287 4.748919 0.0000 
C(123) -0.000779 0.000181 -4.296871 0.0000 
C(124) -0.000124 2.85E-05 -4.361604 0.0000 
C(130) -7.849685 3.721342 -2.109369 0.0355 
C(131) 0.965519 0.090158 10.70924 0.0000 
C(132) -0.437114 0.094882 -4.606925 0.0000 
C(133) -0.226064 0.086984 -2.598911 0.0097 
C(134) 0.000802 0.000347 2.312037 0.0213 
C(135) 0.000690 0.000206 3.354530 0.0009 
C(136) 0.000120 4.98E-05 2.406773 0.0165 
C(140) -93.00881 13.03593 -7.134803 0.0000 
C(141) -0.005964 0.001956 -3.049451 0.0024 
C(142) 0.014445 0.002279 6.338684 0.0000 
C(143) 0.010003 0.002152 4.649155 0.0000 
C(144) 0.001774 0.000226 7.835571 0.0000 

 
We can see, only the parameter C (92) is not significant (except the β0 
constant).  
 
4. CONCLUSION 
Econometrical research is very difficult, because Slovak economy do not 
have such as parameters as do have economies in the Western Europe and 
that is the reason, why many econometrical tests and statistics applied to the 
data of Slovak economy, do not have very good results. I tried to model 
sectors of OKEČ and I spent many hours, as long as I find equations, they 
are suitable for the tests I applied. But there are many other tests and 
statistics I did not apply, for example test of stationarity, multi-equation 
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tests as the test of serial correlation, test of bypassing important 
predetermined variable and so on. 
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UNEMPLOYMENT AND ITS DEPENDENCE WITH INFLATION 
 

Brian König 
Abstract 
The contribution deals with unemployment and its dependence with 
inflation rate through the Phillips Curve. The first part of article is devoted 
to a short description of unemployment and inflation development. There is 
also mentioned the expression NAIRU. The second part is aimed at initial 
Phillips Curve which expresses an inverse and non-linear relation between 
inflation and unemployment. The last part of the article is focused on 
Expectations-augmented Phillips Curve which takes into account the 
expectations of particular agents.  
 
Keywords 
Unemployment, inflation, NAIRU, Philipse Curve, Expectations-augmented 
Phillips Curve. 
 

1. Introduction 
 If we want to measure the efficiency of the economy as a whole, it is 
necessary to know the indicators which mainly influence the economy. 
Among the crucial indicators which describe the development of market 
economy belongs also the unemployment and the inflation rate. High 
dependency between both of this indicators is the main subject of this 
contribution. One of the most famous theories which searches the relation 
between unemployment and inflation rate is the Phillips Curve. 
 

2. Uneployment and its dependence with inflation 
rate 

 After the Second World War the employment increase was one of 
the main target of the economic policy for most nations. At that time, it was 
found that some actions of the government focused on decreasing 
unemployment were followed by an increase of the price level. It was 
discovered that in the market economy full employment isn´t maintainable 
without the increase of the inflation rate in a long term. At first, full 
employment had to fulfill two conditions: 

• everybody who wants to work must have a job 
( there is no space for involuntary unemployment, 
there are possible frictional and structural 
unemployment only), 
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• inflation rate is regulated, there is no 
accelerating or deccelerating process. 

 Scholar often refer to the term NAIRU. The acronym comes from 
the english expression „non accelerating inflation rate of unemployment “. 
This NAIRU expresses the rate of unemployment at which inflationary 
pressures are stable. Therefore NAIRU is connected with natural rate of 
unemployment but not necessarrily the same. We can describe it by the 
relation: 

π = πe - ε . (u – u*) 
where:  u* - natural rate of unemplyoment (or NAIRU in this case), 
  u - actual rate of unemployment, 
  πe - expected inflation, 
  π - actual inflation, 
  ε - paramater of responsiveness between inflation and 
unemployment rate. 
  

• If  u < u* for a longer period, inflationary expectations rise 
and inflation tends to accelerate, 
• if  u > u* for a longer period, inflationary expectations fall 
and inflation tends to decelerate, 
• if u = u*, inflation tends to stay stable, unless there is an 
exogenous shock. 

Relation described above is explained by Phillips Curve.  
 

3. The Phillips Curve 
 The first theoretical scope was associated with A. W. Phillips. The 
natural form of Phillips Curve shown a cross dependency between 
unemployment and changes in the wage level. Afterward economist P. A. 
Samuelson and R. M. Solow replaced changes in the wage level by the 
inflation rate and Phillips Curve was understood as a relationship between 
the inflation and the unemployment. However this assumption was 
conditioned by close dependency between the inflation and changes in the 
wage level. Phillips noticed that there was inverse and non-linear 
relationship beetwen this two indicators. Inflation and unemployment 
represent a phenomena between which we can choose: either low 
unemployment near by higher inflation or lower price level at interest high 
uneployment. But you can´t lower both.  
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Picture nr.1 – Phillips Curve 
 
 
 
 
 
 
 
 
 
 
 
 
where:  P – inflation rate, 
  U– unemployment. 
 On the Picture nr. 1 we can see that the curve is sloped down from 
left to right and its left side is steeper. We can give a simple explanation. An 
increase in labour demand leads to a faster growth in nominal wages. This 
leads to an increase price level. On the contrary the right side of the curve is 
flater bacause an increase in unemployment leads to a lower change in 
nominal wages. The conjuction with the abscissa axis is equivalent to the 
natural rate of unemplyoment.  
 Evolution approved that the mentioned relation between 
unemployment and inflation stands only in limited conditions. Uncertainty 
about the stability of this relation was occurred in 70th years of the last 
century when most of the market economies experienced the high inflation 
together with the high unemployment. There was shown that inflation and 
unemployment can exist next to each other. This fenomen called as the 
stagflation Phillips Curve couldn´t express.   
 Stagflation is the situation in which the economy stagnates and the 
inflation grows. Stagflation happens if the national product decreases near 
by increasing inflation. It usually happens when the economy can´t get from 
the stage after the recesion, unemployment is on high level and even though 
inflation increases.  
 Existence of high unemployment and inflation has made serious 
problems in almost every market economy. Famous economist made effort 
in order to be able to express this unacceptable situation. One of the most 
convincing explanations was given by a member of the monetarism Milton 

U 

P 
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Friedman. He created an analogical Phillips Curve which is called 
Expectations-augmented Phillips Curve. 
 
 

4. Expectations-augmented Phillips Curve 
 Friedman emphasized the aspect of amazement due to the difference 
between real and anticipated (expected) values. He demonstrated the 
existence of a natural rate of unemployment which can be achieved only in 
case when the expectations of economic subjetcs (particularly expectations 
regarding development of inflantion) will be realized. He said that 
unanticipated changes in inflation cause systematic errors in the employees 
and employer´s behaviour. It might cause temporal increasing of 
unemployment under the natural level of unemployment. However 
Friedman considered this deviation as temporal until it is eliminated by 
adaptation to expectations. He took natural unemployment as a rate 
generated by forces of the market without any interventions of fiscal or 
monetary policy (it means without any shocks which could cause 
unexpected inflation). 
 Friedman claimed that the market is in equilibrium by the natural 
level of unemployment, i.e. there is no involuntary unemployment. If 
unemployment diverts from its natural level, forces of the market adjust 
unemployment at its previous level.  
 Monetarists especially emphasized the understanding of the 
unexpected changes. Unanticipated inflation is different in its consequences. 
Most of the economic subjects include their expectation regarding future 
development of prices into their economic decisions (for example wage 
decisions) in order to keep the previous real income. If there is an 
unexpected change in inflation, for example caused by a change in the 
economic policy of government, existing long-term agreements and 
liabilities don't allow particular agents instantly adjust to an unexpected 
change in inflation. Adaptation to the mentioned change will be realized 
with some time delay. 
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Picture nr.2 – Expectations-augmented Phillips Curve 

 
 
where:  LRPC – long-run Phillips Curve, 
  SRPC – short-run Phillips Curve, 
  U+ - natural unemployment, 
  P – inflation rate, 
  U – unemployment. 
 The main point in Friedman´s theory of Phillips Curve is the 
segmentation of money demand on expected and unexpected. If there is an 
unexpected increase in money demand then entrepreneurs who follow the 
expectation of price growth in their production are able to pay higher 
nominal wages than before in order to attract other employees and increase 
their own production. On the other side, employees are not able to recognize 
the difference between growth in nominal and real wages and they will 
increase labour supply. It will cause temporal decreasing of unemployment. 
However that is only a short-run state. In the next period employees will 
recognize that growth in nominal wages doesn´t mean increase of real 
wages, wrong expectations will be eliminated and unemployment returns to 
the previous level of unemployment.  
 Friedman said that inadequate expectations are the root cause of the 
deviation of the economic system from equilibrium. However economic 
subjects can be wrong only in short-run, after that they will revise their 
expectations and equilibrium will retrieve to the previous level. 
 Friedman distinguish short-run and long-run Phillips Curve. The 
initial Phillips Curve is actual only in short-run period when inflationary 

P 

UU+

LRPC 

SRPC 
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expectations deviate from real higher inflation and are gradually adjusting to 
the real level of inflation. 
 In a long-run period Phillips Curve has a vertical shape and equal to 
the line on the natural level of unemployment (see picture nr.2). 
 In the monetarists view of the inflation has a marked role money 
supply. They suppose that in a short-run period changes in the money 
supply can influence real macroeconomic indicators (such as employment, 
production, investment...) but this influence is just temporary. In a long-run 
period these indicators return to their previous levels, but inflation rises. In a 
long-run term period the money supply is considered as neutral.  
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THE SHORTEST PATH PROBLEM (MULTIPLE EDGES 
BETWEEN TWO ADJACENT VERTICES) 

 
Miroslav Krumplík, Tomáš Domonkos 

 
Abstract: The shortest path problem is often solved by companies which 
would like to transport their goods from one place to another (mainly 
export/import companies). The companies order transport service from 
cargo companies (specialized on transport). For export/import companies is 
very important to find the  shortest way between two places but they need to 
know which cargo company to use on the specific way as there are a lot of 
companies ordering their services on one way. This page describes alternate 
approaches of determining the shortest path between two vertices in case 
there are multiple edges between two adjacent vertices. 
 

1. INTRODUCTION 
This page describes alternate approaches of determining the shortest path 
between two vertices in the planar graph with positive edge weights. It deals 
with condition that between two vertices exists more than one way (more 
than one edges). In real life we can find such situation when we would like 
to transport the commodity between two places and we can choose Cargo 
Company which will transport our commodity. In this case, the result will 
be not only the best (shortest) way between two places but also which 
company will be used for specific way (edge). 
In this paper we will work with following conditions: 

 We have the non-directed planar graph, where vertices 
represent cities (places) and edges represent possible ways between 
these cities. We have n vertices. 

 Weights of the edges represent transportation costs between 
two cities for one unit of goods. 

 More than one Cargo Company offers its transport service 
between two places. 

 Set k
ijc  as costs for transport service between vertex i and 

vertex j offering by company k. If there is no way between vertex i 
and j for company k set k

ijc = M (enough high number). 
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 For finding the shortest path between two vertices in the 

graph we will use following mathematical model (let’s say we would 
like to find shortest path between vertex one and vertex n): 
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 for i = 2,3,..,n-1 ,    (1.4) 

xij ≥  0 for i,j = 1,2,..,n 
where xij represent flow between vertices i and j. Restriction (1.2) 
says vertex 1 is the source of flow, flow is one unit. Restriction (1.3) 
says vertex n is the final vertex. Restriction (1.4) means that what 
flows in into the vertex has to flow out from the vertex. 
 
2. POSSIBILITY OF SWITCHING CARGO COMPANY 

IN EACH VERTEX 
In this caption we would need to include one more restriction to the 
restrictions above: 

 In each city (vertex) we can choose which company will 
transport our goods to the next city (vertex). We have m companies 
offering their transport service. 
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If there is no restriction for switching Cargo Company in each vertex, we 
would need to find the lowest cost ways between each vertices and use only 
these ways for finding the shortest path in the graph. For example, if 
company A offers transport for $5 between vertex 1 and 2, company B offers 
transport for $8, it is logical that we will not use company B in case that the 
shortest path lies on the edge (1,2). 
In order to find minimal cost for transport of our goods between city 1 and 
city n, we would need to modify our model. Set cij as the best price for 
transport from city i to city j for one unit of goods: 

k
ijkij cc min=   for i,j = 1,2,..,n and  k = 1, 2, ..,m, 

then our mathematical model for finding shortest path will be as follows: 
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k
ijkij cc min=   for i,j = 1,2,..,n and  k = 1, 2, ..,m,    (2.5) 

xij ≥  0 for i,j = 1,2,..,n      
When we find the solution, we need to remember (for interpretation) which 
company we choose to be used on each way.   
 

3. POSSIBILITY OF SWITCHING CARGO COMPANY 
IN EACH VERTEX WITH COSTS OF TRANSLOADING 

We still work with condition that in each city we can choose which 
company we will use for transport our goods to the next city. When we 
change company in the city, we have to pay costs of transloading our goods 
from one company to another. 

 Set dii as costs for transloading the goods from one company 
to another in the city i. Let’s say that it doesn’t matter (costs are the 
same) if we transload our goods from company A to company B or 
from company B to company A.  

 From now we will have just two companies offering their 
transport service. 
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 Each city (vertex) will be divided by two, so we will have (n 
+ n) cities instead of n. 

 
We have to bear in mind that city one and city (n + 1) is the same city, 
weight of edge between these “two” cities represent costs of transloading 
goods from one company to another. Blue color edge’s weight represents 
costs for transport service between vertex i and vertex j offering by first 
company ( 1

ijc ). Red color edge’s weight represents costs for transport 
service between vertex i and vertex j offering by second company ( 2

ijc ). 
When we divide one city into two, we would need to modify indexes for 
transloading costs.  

 Set di,i+n as costs for transloading the goods from one 
company to another in the city i. Let’s say that it doesn’t matter 
(costs are the same) if we transload our goods from company A to 
company B or from company B to company A, so di,i+n= di+n,i. 

After these modifications matrix C={cij} consists of these individual 
matrixes: 
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where C1 = { 1

ijc } - costs for transport service between vertex i and vertex j 
offering by first company.  
C2 = { 2

ijc } - costs for transport service between vertex i and vertex j offering 
by second company.  
D = {dii} - costs for transloading the goods from one company to another in 
the city i. dij = M for i≠ j. 
Now we can start creating the Model. We will use Matrix C which consists 
of matrixes C1, C2 and D. Objective function will be the same as in the 
model mentioned above: 
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From the city 1 we can use first or second company to the next city. Let’s 
set that vertex 1 is the source of the flow and let’s set d1,j = 0 for j = 1,2,..,n 
(same as c1j = 0 for j = n+1,n+2,..n+n)  which allow us  to use also second 
company from vertex n+1 in the beginning of transport: 
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Now we have to work with situation that one of the city n or city n+n is the 
final destination of the flow in the model (vertices n and n+n are the same 
place, where vertex n is the final destination when we use first company for 
transport on the last way and vertex n+n is the final destination when we 
use second company for transport on the last way. The destination of the 
flow has to be one of these two vertices, so we can write: 
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What flows in into the vertex has to flow out from the vertex: 
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xij ≥  0 for i,j = 1,2,..,n 
When we have solution, we need for better interpretation deploy matrix X to 
the parts in the same way how we deployed Matrix C.   
 
 

4. CONCLUSION 
In this page we have shown alternate approaches for modeling the shortest 
path problem with multiple edges between two vertices. This situation is 
closed to reality, especially when between two places more than one 
company offers its transport service. Then the problem is not only to find 
the shortest path between two vertices but also which company will 
transport our goods on specific way. We have to take into consideration 
costs of transloading when switching the companies. 
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SENSITIVITY OF RESULTS TO STRUCTURAL PARAMETERS 
FOR FCNFP PROBLEMS 

 
Peter Lošonský, University of Žilina, Faculty of Management Science and 

Informatics 

Abstract 
The  fixed charge network flow problem (FCNFP), which is known to be 
NP-hard,  is an extension of the classical network flow problem (NFP) in 
which a fixed cost is incurred, independent of the amount transported, along 
with a variable cost that is proportional to the amount shipped. FCNFP can 
be solved by enhanced dynamic slope scaling procedure (EDSSP) with tabu 
scheme which was developed in the past. This heuristic will be evaluated 
according to their efficiency for solving FCNFP problems with different 
combination of  the structural parameters. 
 
Keywords: fixed-charge, tabu search, heuristic algorithm, adaptive 
parameter tuning 
 
1 Introduction 
The fixed charged network flow problem (FCNFP) is one of the 
combinatorial problems in the minimum cost network flow problems. 
Besides the variable cost on each arc in the network, a fixed setup cost 
occurs whenever there is a non-zero flow on an arc. The fixed setup costs 
are very common in practical applications and may represent handling fees, 
changeover times, charter rental and docking fees, etc. The basic decision 
“to go or not to go” can be modeled by imposing fixed charges on the arcs 
of a network. FCNFP is known as NP-hard and usually formulated as a 
mixed-integer programming (MIP) model. 
An enhanced dynamic slope scaling procedure (EDSSP) is used for solving 
FCNFP problems. This heuristic will be evaluated according to its 
efficiency for solving FCNFP problems with different combination of  
structural parameters estimated by SUPRA adaptive method. 
 
2 The fixed charge network flow problem 
 
 The fixed charge network flow problem can be formulated as 
a minimum-cost network flow problem with additional constraints on the 
choice of the arcs. Let D=(V,H) represent a directed network, where H is the 
set of all edges and V is the set of all nodes (suppliers, customers, 
transshipment points) and bi represent their demands. Let fij represent the 
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fixed cost of activating the route between nodes i and j (represented by 
decision variable yij), and cij represent the cost per unit flow over the edge 
(i,j) ∈ H. Flow variables are represented by xij. Let uij represent upper bound 
(capacity) for edge (i,j) ∈ H. The objective is to choose edges which are to 
be opened and the size of the shipment on those edges, so that the total cost 
of meeting demand, given the supply constraints, is minimized. 
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As additional notation is used { : 0}S iV i V b= ∈ <  to denote the set of supply 
nodes, { : 0}D iV i V b= ∈ >  to denote the set of demand nodes (customers), 

0 { : 0}iV i V b= ∈ =  to denote the set of transshipment nodes, 
{ : ( , ) }iV j V i j H+ = ∈ ∈ and { : ( , ) }iV j V j i H− = ∈ ∈ . Another Constraints 

(2) stand for classical flow conservation at nodes, while constraints (3) 
guarantee that yij takes value 1 whenever xij is positive. 
Despite its similarity to a standard NFP problem, FCNFP is significantly 
harder to solve because of the discontinuity in the objective function Z 
introduced by the  fixed costs. 
 
3 Enhanced dynamic slope scaling procedure 
 
The dynamic slope scaling procedure (DSSP) is developed by Kim and 
Pardalos [2]. The  computational merit of this approach is to approximate a 
solution for FCNFP by solving successive LP problems with recursively 
updated coefficients of the objective function. At each iteration, the linear 
factor is adjusted to reflect both the current variable cost and the fixed cost. 
Initially, when there is no flow through the arcs, a non-linear cost of an arc 
is transformed into a linear factor given as: 

0               ,                                                                                          (6)ij
ij ij

ij

f
c c i j

u
= + ∀
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The objective function of FCNFP is then approximated as a linearized NFP 
problem: 

( , )
min .                                                                                                             (7)
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Note that the constraints of the FCNFP are not changed in this linear 
approximation. At each iteration, a new linear approximation is solved with 
adjusted linear factors. Unfortunately DSSP stops at a local optimum which 
can be still far away from the exact solution. In order to improve the 
performance of DSSP, was  proposed a metaheuristic that combines DSSP 
with the tabu scheme to force DSSP to continue the additional search when 
DSSP fails to make any progress. This metaheuristic is called Enhanced 
dynamic slope scaling procedure (EDSSP) and its detailed description of all 
iteration steps and used variables can be found in [1]. 
 We may focus only on those variables where SUPRA tries to find 
good setting of their values: 
- divno – size of set for selecting unvisited arcs during diversification 
process 
- Inten_Iter – maximum number of iterations of the intensification process 
(IP) 
- Diver_Iter – maximum number of iterations of the diversification process 
(DP) 
- tb_max_sh – maximum number of iterations for an arc that must be tabu in 
the IP 
- tm_max_sh - maximum number of iterations for an arc that must not be 
tabu in the IP 
- tb_max_lm - maximum number of iterations for an arc that must be tabu in 
the DP 
- tm_max_lm - maximum number of iterations for an arc that must not be 
tabu in the DP 
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4 SUPRA heuristic algorithm 
 
The SUPRA algorithm is a heuristic method based on the gradient method. 
This algorithm gives us a good combination for the set of parameters p∈P, 
which optimize the objective function of given problem. This combination 
of parameters is the outcome of the solving and optimizing process. Solving 
process can be written as: 

Minimize F(p) 
Subject to p∈P 

Input to this algorithm is the solved problem a (written in the form of 
mathematical model) and the set of initial parameters pc.  
The basic step of this algorithm tries to search the best solution in the 
neighbourhood of actual solution by combination of exploratory steps and a 
local search in the direction of the statistical gradient. This new solution, a 
set of parameters pn with appropriate objective value F(pn) is given to the 
algorithm for next processing. 
During the first phase – generating of exploratory steps (Figure 1) are 
randomly generated vectors rj (j = 1..s) to create s new points pkj (j = 1..s). 
 

 
Figure 1 – SUPRA – Phase 1 

 
1. Generate random vector rj=w+x and create point pkj=R(pk+rj). 
2. If F(pkj)<F(pmax) then update best found solution pmax:= pkj. 
3. Update values of r (statistical gradient) and w (parameter of learning). 
 
Local search is used during the second phase to explore the neighbourhood 
of current set of parameters pk in the direction of statistical gradient 
modified in the first phase. Statistical gradient r is normalized for the basic 
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length of the step α. Next computation is performed with decreasing 
distance between the step α and starting point until maximum amount of 
attempts for improving the solution is achieved (Figure 2). 
 

 
Figure 2 – SUPRA – Phase 2 

 
The SUPRA algorithm finishes the search process after achieving a given 
number of steps or given number of steps after the last improving the 
objective value. 
 Detailed description of all iteration steps and used variables of this 
adaptive metaheuristic method can be found in [3]. 
 
Computational experiments 
 
 Five fixed charge network flow problems were generated for 
computation experiments with 10 suppliers, 40 transshipment points and 13 
customers.  The variable costs were chosen from interval of discrete values 
ranging from 3 to 8, fixed costs from 800 to 3200 and upper limits for edges 
from 400 - 600. Total supply is 3 000 units. 
Different combinations of EDSSP parameters  were used in computation in 
order to obtain better results. Parameters were allowed to vary  in the 
following ranges: divno ∈ <20,40>, Inten_Iter ∈ <1,10>,  Diver_Iter 
∈ <20,30>, tb_max_sh ∈ <1,9>, tm_max_sh ∈ <1,9>, tb_max_lm ∈ <1,9>, 
tm_max_lm ∈ <1,9>. 
The hardware platform is Intel Pentium CPU 3.00 GHz (2 CPUs), 1024 MB 
RAM running on Windows XP operating system. 
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Exact objective values of generated test problems were obtained by 
XPRESS-Mosel optimization software to compute the gaps by using 
following formulas 
 
 

_ _ _                                          (6) 
_ _ _ *100%                            (7)

_ _

Gap Objective Value Objective Value Exact
Objective Value Objective Value ExactGap

Objective Value Exact

= −
−

=
 

  
Table 1 shows best combination of EDSSP parameters estimated by 
SUPRA. 

 Exact 
value 

Objective 
value Gap Parameters 

FCNFP_
1 64828 69267 4439 (6,85 

%) 

Divno=27, Inten_Iter=5, Diver_Iter=20, 
tb_max_sh=1, tm_max_sh=1, tb_max_lm=1, 
tm_max_lm=1 

FCNFP_
2 55795 55886 91 (0,16 %)

Divno=22, Inten_Iter=1, Diver_Iter=23, 
tb_max_sh=6, tm_max_sh=9, tb_max_lm=1, 
tm_max_lm=9 

FCNFP_
3 68568 71363 2795 (4,08 

%) 

Divno=38, Inten_Iter=10, Diver_Iter=30, 
tb_max_sh=1, tm_max_sh=5, tb_max_lm=1, 
tm_max_lm=6 

FCNFP_
4 66109 68675 2566 (3,88 

%) 

Divno=27, Inten_Iter=1, Diver_Iter=20, 
tb_max_sh=1, tm_max_sh=9, tb_max_lm=9, 
tm_max_lm=3 

FCNFP_
5 56292 58892 2600 (4,62 

%) 

Divno=36, Inten_Iter=2, Diver_Iter=30, 
tb_max_sh=1, tm_max_sh=6, tb_max_lm=3, 
tm_max_lm=9 

  Avg. 2498 (3,92 
%)  

Table 1: Best combination of EDSSP parameters estimated by SUPRA 
 
Some of the promising values of EDSSP parameters were tested for all test 
problems according to obtained results from Table 1. Results can be seen in 
Tables 2 – 5. 

 Exact 
value 

Objective 
value Gap 

FCNFP_1 64828 69655 4827 (7,45 %)
FCNFP_2 55795 57595 1800 (3,23 %)
FCNFP_3 68568 73039 4471 (6,52 %)
FCNFP_4 66109 69613 3504 (5,30 %)

FCNFP_5 56292 64010 
7718 (13,71 

%)

 Exact 
value 

Objective 
value Gap 

FCNFP_1 64828 69655 4827 (7,45 %) 
FCNFP_2 55795 56892 1097 (1,97 %) 
FCNFP_3 68568 74585 6017 (8,78 %) 
FCNFP_4 66109 71665 5556 (8,40 %) 
FCNFP_5 56292 61219 4927 (8,75 %) 
     Avg. 4484,8 (7,07 
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Table 2: EDSSP results for 
Divno=20, Inten_Iter=1, 
Diver_Iter=30, tb_max_sh=1, 
tm_max_sh=1, tb_max_lm=1, 
tm_max_lm=1 

     Avg. 4464 (7,24 %)
Table 3: EDSSP results for 
Divno=20, Inten_Iter=1, 
Diver_Iter=30, tb_max_sh=9, 
tm_max_sh=9, tb_max_lm=9, 
tm_max_lm=9 

%) 

Table 4: EDSSP results for 
Divno=20, Inten_Iter=1, 
Diver_Iter=30, tb_max_sh=1, 
tm_max_sh=9, tb_max_lm=1, 
tm_max_lm=9 

 Exact 
value 

Objective 
value Gap 

FCNFP_1 64828 69655 4827 (7,45 %)
FCNFP_2 55795 56674 879 (1,58 %)
FCNFP_3 68568 74585 6017 (8,78 %)

FCNFP_4 66109 73485 
7376 (11,16 

%)

FCNFP_5 56292 62754 
6462 (11,48 

%)

      Avg. 
5112,2 (8,09 

%) Table 5: EDSSP results for 
Divno=20, Inten_Iter=1, 
Diver_Iter=30, tb_max_sh=9, 
tm_max_sh=1, tb_max_lm=9, 
tm_max_lm=1 

 Exact 
value 

Objective 
value Gap 

FCNFP_1 64828 69655 4827 (7,45 %) 
FCNFP_2 55795 56588 793 (1,42 %) 
FCNFP_3 68568 74775 6207 (9,05 %) 
FCNFP_4 66109 69613 3504 (5,30 %) 

FCNFP_5 56292 63510
7218 (12,82 

%) 

     Avg.
4509,8 (7,21 

%) 

 
Conclusion 
As we can see to see from Tables 2 – 5, the best combination of EDSSP 
parameters is Divno = 20, Inten_Iter = 1, Diver_Iter = 30, tb_max_sh = 9, 
tm_max_sh = 9, tb_max_lm = 9, tm_max_lm = 9. However these values are 
the highest values from used ranges for parameters, so it might be 
interesting to find out in the future, if higher values will bring better 
solutions. 
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IS SLOVAK MONETARY POLICY TIME CONSISTENT? 1 

Martin Lukáčik, Karol Szomolányi 

Abstract 

By entrance to European Monetary Union, Slovak economy will give up its 
own monetary policy. How credible this policy has been? Is it necessary to 
remove it by common European monetary policy? 

Kydland and Prescott (1977) introduced a time-consistency problem of the 
economic policy. By verifying of the time-inconsistency problem we can 
evaluate the monetary policy. In flavour of quadratic preferences, Ireland 
(1999) found a way how to verify time-inconsistency problem of the 
monetary policy. Using this approach we will show that there is no time-
consistency problem of the Slovak monetary policy for short run. 

Keywords: time-inconsistency problem of the monetary policy, National 
Bank of Slovakia, European Monetary Union, vector autoregression 

JEL Classification: E5, C1 

1 Introduction 

Nobel Prize laureates in 2005, Kydland and Prescott (1977), offered an 
explanation of inflation behaviour by introducing a model of the time-
inconsistency of the monetary policy problem. Society’s preferences to low 
inflation and output higher than potential product, expressed by a quadratic 
lost function, makes an incentive of monetary authority, who cannot commit 
its policy, to deviate from original plans. By assumption that the money 
growth has effect on inflation (see Romer; 2006 for example) and under 
rational expectations, time inconsistent monetary policy produces an 
inflation bias.  
Economic environments and monetary policies differ by timing of the 
decision making by agents. We refer their as “with commitment” and 
“without commitment”. In environment without commitment agents behave 
sequentially rational (Chari, Kehoe and Prescott; 1989). Central bank 
announces target inflation, before it chooses the monetary policy, but, as it 
                                                 
1 This paper is supported by the Grant Agency of Slovak Republic – VEGA, grant no. 
1/4652/07 “The Analysis of Actual Problems of Slovak Economy Development before the 
Entrance to European Monetary Union – Econometrical Approach”. 
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cannot commit its policy, it can only choose the actual inflation level after 
agents choose their expectations. The marginal cost of slightly higher 
inflation rate is zero and marginal cost of slightly higher output level is 
positive. Since there is no uncertainty and agents understand the time-
inconsistency problem of monetary authority, the expected level of inflation 
is higher and monetary authority has to deviate from the announced policy. 
This is time-inconsistency problem of the monetary policy and it implies 
high inflation even though output does not rise. 
Even if, potentially, there is a recourse of the time-inconsistency problem of 
the monetary policy in every time and in all economies, there have been 
economies, both in the past and in the presence, with low inflation (USA in 
50’s of the last century, Germany in the most of the post-war period, 
significant inflation problem neither have been at Slovakia since its origin). 
These phenomena economists have explained by reputation (see Barro; 
1986), delegation (see Rogoff; 1985), punishment equilibrium (see Barro 
and Gordon; 1983b) and incentive contracts (see Persson and Tabellini; 
1993). 
There are econometric techniques helping us to verify and measure time-
inconsistency problem of the monetary policy in the economy. Ireland 
(1999) answered to the question whether the time-consistency problem 
explained the behaviour of inflation in the United States economy in 1960-
1997. He used Barro and Gordon’s (1983a) theory, where preferences of 
agents are expressed by quadratic square function. Surico (2008) removed 
quadratic preferences by asymmetric and offered a way how to explain 
inflation in economy with no commitment and how to measure inflation 
bias. 
There is no place in the paper to present more detailed overview of the time-
inconsistency problem of the monetary policy. To learn more about the 
problem we refer reader to study papers mentioned above. More 
comfortable Slovak or Czech reader can study the problem from papers of 
authors: Szomolányi (2005, 2006) and Szomolányi, Lukáčiková and 
Lukáčik (2007, 2008). 
The aim of the paper is to verify the time-inconsistency problem of Slovak 
economy. There is no place to use both mentioned techniques. In the paper 
we will follow Ireland’s conception of explanation of the inflation. As well 
as U.S. data used by Ireland, Slovak data imply that there is time 
consistency problem of the Slovak monetary policy for long run perspective, 
but not for short run perspective. 
The paper can be divided into sections: the short introduction and review of 
papers dealing with the time-inconsistency problem of the monetary policy 
has been in introduction; in the second section is Ireland’s modification of 
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Barro and Gordon’s theory; in the third section are empirical results using 
Slovak data and the paper is closed by conclusion. 

2 Inflation and Unemployment  

Barro and Gordon (1983a) modified Kydland and Prescott’s model. Let us 
assume that the relation between inflation and unemployment is given by 
expectation augmented Phillips Curve: 

( ) ,    0n e
t t t tU U ω π π ω= − − >   (2.1) 

where Ut denotes unemployment rate and Un
t denotes natural unemployment 

rate, πt is inflation rate and πe
t is expected inflation rate in time t and ω is a 

Phillips Curve parameter. We assume that agents have perfect access to 
information and expectations are rational. 
Preferences of agents are expressed by a quadratic lost function of inflation 
and unemployment rates:  

( )2 21 ,    0 1,    0
2 2

BG n
t t tL U kU kβ π β= − + < < >  (2.2) 

where the parameter k express wishing of the monetary authority to reduce 
actual unemployment rate below the natural unemployment rate. For 
simplicity we assume that by society desired inflation rate is zero. 
Ireland (1999) modified Barro and Gordon’s model by two assumptions. 
First, the natural unemployment rate fluctuates over time in response to a εt 
real shock according to the autoregressive process: 

( )1 1 2 ,    1 1n n n n
t t t t tU U U Uλ ε λ− − −− = − + − < <

 
 (2.3) 

where εt is serially uncorrelated and normally distributed with mean zero 
and standard deviation σε. 
The second Ireland’s assumption is that the monetary authority perpetrates 
control error. The actual inflation rate then differs from the target (planned) 
πc

t inflation rate by the term: 
c

t t tπ π η= +   (2.4) 
where control error ηt is serially uncorrelated and normally distributed with 
mean zero, standard deviation ση, and covariance σεη with εt.  
By the commitment assumption we assume that central bank can commit its 
policy – it set inflation before agents make expectations. Since expectations 
are rational, expected inflation rate equals to real inflation rate and so we 
can express Phillips Curve by the form: Ut = Un

t. With commitment central 
bank minimizes the lost function (2.1) subject to Phillips Curve Ut = Un

t. It 
follows that if can monetary authority commit its policy he will choose zero 
target inflation; πc

t = 0. 
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Monetary authority without commitment, chooses target inflation πc
t after 

setting of inflation expectations πe
t by private sector but before the 

realization of the real shock εt.. 
The central bank set πc

t, to minimize the lost function (2.2) subject to the 
Phillips Curve (2.1) and subject to the control error (2.4). We solve the 
problem of monetary authority by substituting Phillips Curve (2.1) into the 
lost function: 

( ) ( ) ( )2 2

1
1min 1
2 2c

t

n c e c
t t t t t t tE k U

π

βω π η π π η−
⎧ ⎫⎡ ⎤− − + − + +⎨ ⎬⎣ ⎦⎩ ⎭

 

where Et-1 denotes expectations in the beginning of the period t-1, or in the 
end of the period t, respectively. The first order condition of the problem we 
can write as: 

( ) ( ) ( )1 11 n c e c
t t t t t t t tE k U bEω ω π η π π η− −
⎡ ⎤− − + − = +⎣ ⎦  (2.5) 

Since agents know the structure the economy and they understand time-
inconsistency problem of monetary authority, in equilibrium they correctly 
predict the monetary policy: πc

t = πe
t. By combining this equilibrium 

condition, the first order condition (2.5) all together with the fact that Et-

1(ηt) = 0, we will gain an inflation bias: 
1

c e n
t t t tAE Uπ π ω −= =   (2.6) 

where A denotes the term (1-k)/β>0. The inflation bias follows from the 
impossibility of monetary authority to commit its own policy and is 
positively correlated with the expected natural rate of unemployment Et-1Un

t. 
Here, as in Barro and Gordon’s original model, the equilibrium inflation rate 
moves together with the natural rate of unemployment.  
By combining of the Phillips Curve (2.1) with the control error (2.4) and 
with the inflation bias (2.6) we will get: 

n
t t tU U ωη= −   (2.7) 

The term (2.7) express that a fluctuation of the unemployment rate around 
the natural unemployment rate is caused by the monetary policy control 
error. By substituting of the (2.3) the (2.7) becomes: 

1 1
n n

t t t t tU U Uλ ε ωη− −= + ∆ + −   (2.8) 
where ∆Un

t-1 = Un
t-1 – Un

t-2 denotes the change of the natural unemployment 
rate in time t-1. By combining of equations (2.3), (2.4) and (2.6) we will get: 

1 1
n n

t t t tAU A Uπ ω ω λ η− −= + ∆ +   (2.9) 
Terms (2.8) and (2.9) separately indicate that inflation and unemployment 
are both nonstationary, inheriting unit roots from the underlying process for 
the natural rate. Together, however, they imply that a linear combination of 
inflation and unemployment rates is stationary: 
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( )21t t t tAU A Aπ ω ω ε ω η− = − + +   (2.10) 
From the term (2.10) it follows that Barro and Gordon’s theory imposes 
conditions for long-run behaviour of both inflation and unemployment: 
according to the model these variables should be nonstationary but 
cointegrated. The statistical test of the cointegration will assign whether 
Barro and Gordon’s model can successfully explain the inflation in the 
economy. Ireland showed that both inflation and unemployment in the U.S. 
economy have been really nonstationary and cointegrated in years 1960-
1997, and so, for long-run perspective, there has been the time-
inconsistency problem in the economy. 
Taking differences of the (2.7), solving for ∆Un

t = Un
t – Un

t-1 and by 
substituting the solution into (2.1) we will gain: 

( )1 1 21t t t t t tU Uλ ε ωη ω λ η ωλη− − −∆ = ∆ + − + + −  (2.11) 
where ∆Ut = Ut – Ut-1 denotes change of the unemployment rate in time . 
Equations (2.10) and (2.11) together form a vector ARMA(1,2) for 
stationary linear combination of inflation and unemployment and stationary 
change of the unemployment: 
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 (2.12) 

From restrictions of equations and between equations of the (2.12) scheme it 
follows that Barro and Gordon’s theory imposes conditions for short-run 
behaviour of both inflation and unemployment. The statistical test of these 
conditions will assign how well Barro and Gordon’s model explains a 
dynamic relation of these two variables. Using U.S. economy data in years 
1960-1997, Ireland showed that in comparison with restricted 
autoregression (2.12), unrestricted autoregression has statistically better 
corresponded to the dynamic structure of unemployment and inflation in 
U.S. economy. It follows therefore that in short run perspective there has 
been no time-inconsistency problem of U.S. monetary economy. 

3 Slovak Monetary Policy  

There are used seasonally adjusted quarterly time series of Slovak economy 
before the revision of the end 2007, so we used data from 1995Q1 till 
2007Q2. 
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The inflation is measured by three methods; the first is equivalent to 
Ireland’s way – it means the percent change of the GDP deflator between 
two consecutive quarters; the second is the percent change of the CPI and 
the third way the percent change of the HCPI. 
The unemployment rate is derived from the Labour Force Survey using the 
ILO approach. All the statistics are taken over from the database 
SLOVSTAT published by The Statistical Office of the Slovak Republic and 
EUROSTAT database. 
The stationary analysis is performed with Augmented Dickey-Fuller test 
(ADF) and Phillips-Perron test (PP). The second unit root test is preferred in 
case of a high number of the autoregression terms in test equation solving 
the autocorrelation. 
Test of co-integration is realized by Johansen’s procedure. Engle-Granger’s 
two step method is refused because of the problem with autocorrelation of 
the residuals of the long-term relationship. 
Parameters of unrestricted VARMA are directly estimable, but the 
estimation of restricted VARMA process, which is also needed for the 
Ireland’s test, is computable only by the state space procedure. 
The same order of integration necessary for the co-integration of two 
variables is confirmed only for the seasonally adjusted time series of GDP 
deflator and unemployment rate, which is the same result as Ireland’s one. 
Johansen’s procedure also verifies his conclusion, because we find the co-
integration relationship between these variables, in contrast of Engle-
Granger’s two step method. This conclusion implies for long-run 
perspective, there has been the time-inconsistency problem in the Slovak 
monetary policy. 
The directly estimated unrestricted VARMA process for stationary linear 
combination of inflation and unemployment and stationary change of the 
unemployment however hasn’t desired statistical properties, so that in short 
run perspective we can’t do any time-inconsistency conclusions about 
Slovak monetary economy. 

4 Conclusion 

Presence of the time-inconsistency problem of the monetary policy 
controlled by The National Bank of Slovakia for long-run perspective 
denotes the non-existence of reputation of actual maker of monetary policy 
in Slovakia. This conclusion implies the entrance to European Monetary 
Union in case of reputation European Central Bank will have a contribution 
from the long-run perspective, despite of losses of possibilities to positive 
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influences on Slovak economy. Question arises whether the date of the 
entrance is appropriate or this moment should come later. 
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Abstract. We propose the M|G|∞ queue system to analyze a situation at 
which conventional motor vehicles will be out of use as far as the usual 
energy sources will be exhausted. Two possibilities are posed: recycling or 
dismantling. Using the hazard rate function we conclude that when the rate 
of dismantling and recycling of motor vehicles is greater than the rate at 
which they become idle, the situation tends to get balanced. The motor 
vehicles that are unused with the conventional energies either turn useful 
with another kind of energies or are included in other useful devices. 
Key words: Motor Vehicles, Recycling, Dismantling, M|G|∞, Hazard 
Rate Function. 
 
Mathematics Subject Classification:  Primary 60E05, 60G07; 
Secondary 60K25. 
 

1 INTRODUCTION 
Hardin’s paper of “The tragedy of the commons” [7] is a reference for the 
problems that traditionally occur in the resources area. Theoretical study of 
Commons became extremely important in the analysis of the consequences 
of human behaviour when human specie exploits Earth resources [1and 6]. 
Scientists have long claimed for the need of changing human behaviour and 
we are getting close to the last chance to change things. Some apocalyptic 
studies point out this evidence very clearly [9].  
New situations may occur very suddenly. The production of oil has already 
got its peak and new oil productions will occur in the future with decreasing 
rents until the complete depletion of this resource. The other non-renewable 
sources of energy will have the same end. 
We may have to reorder the priorities and to reorganize structures in 
societies. We have now to produce the new kind of energies (clean energies) 
at a major scale. The big problem that remains is to know if the transition 
period from non-renewable sources of energy to the renewable sources is 
enough to overcome the big problems related with the destruction of Earth. 



Quantitative Methods in Economics      179 

All the wastes that people have made for so many decades must be 
overcome, as well. Anyway, many kinds of new problems will occur. 
However, what is important now is to know how quickly changes may 
happen while we develop the new sources of energy in order to create a new 
economy and a reorganized society.  
Two situations may occur. First, it is possible to reverse climatic changes 
and to reverse all the related problems with a fast change of direction from 
the old to the new sources of energy. Anyway, many types of equipment 
must be recycled to respond to the new situation as far as factories begin to 
produce new equipments responding to the new circumstances. 
The other situation represents a tragic scenario where there is no enough 
time to perform a smooth transition and societies would have a period of big 
privations [7]. In our opinion, such a scenario will not be the prevailing one 
if institutions realize about the big problems of all kinds for our global 
civilization.  
 

2 A QUEUE MODEL FOR MOTOR VEHICLES’ DISMANTLING AND 
RECYCLING 

We consider the M|G|∞ queue system [8] where customers arrive according 
to a Poisson process at rate λ [4]. They receive a service whose length is a 
positive random variable with distribution function G (.) and mean α. Each 
customer as soon as it arrives at the system, immediately finds an available 
server. Each customer service is independent from the others customers’ 
services and from the arrival process. The traffic intensity is given 
by λαρ = . 
With this model we intend to analyze a situation at which motor vehicles 
arrive at the system getting idle and leave the system as soon as they are 
recycled or dismantled. Both situations are modelled with the same purpose 
in the model. Our interest in studying this situation is precisely to see how 
the system may recover to a balanced situation in which motor vehicles get 
operational or get dismantled (in this situation materials would become 
employed as components in other applications). 
Let ( )tN  be the number of busy servers (or, what is the same, the number of 
customers being served) in the instant t, in a M|G|∞ system. If we 
consider ( ) ( ) ( )[ ],000 === NntNPtp n   ,...,2,1,0=n we may have [2]:  
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So if the initial instant is a moment at which the system is empty, the 

transient distribution is Poisson with mean ( )[ ]dvvG
t

∫ −
0
1λ . 

 The stationary distribution is the limit one: 
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(2) 

This queue system, as any other, has a sequence of busy periods and idle 
periods. A busy period begins when a customer arrives at the system, 
finding it empty. 
Let’s see the distribution of the number of customers being served in the 
instant t in the M|G|∞ system, when the initial instant is the moment at 
which a busy period begins, that gets relevant for our purposes. 
Be ( ) ( )[ ],'10'1 === NntNPp n ,...,2,1,0=n and ( ) '10 =N  the initial instant at 
which a customer arrives at the system and the number of customers being 
served turns from 0 to 1. This means that a busy period has just begun [3]. 
So, when 0≥t , we may have a situation that represents [5]: 

1. the customer that arrived at the system at the initial instant 
has left the system with a probability ( )tG , or he remains in the 
system, with probability ( )tG−1 ; 
2. the other servers, which were empty at the beginning (initial 
instant), may be now empty or busy with 1, 2, ... customers, with 
probabilities given by ( ),0 tnp  ,....2,1,0=n  

The two subsystems, the one of the initial customer and the one of servers 
initially empty, are independent. Consequently: 

( ) ( ) ( )tGtptp 000'1 =  

( ) ( ) ( ) ( ) ( )( ),1100'1 tGtptGtptp nnn −+= − ,...2,1=n  

 
 

(3). 
We also have for this situation: 
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e
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(4). 

For the M|M|∞ system (exponential service times), the equations 3 are 
applicable even when ( ) 10 =N  (when the initial instant is a moment at which 
there is a customer in the system; that does not enforce that this is the 
moment at which we are turning from 0 to 1 customer to be served). This 
results from the lack of memory of the exponential distribution. 
If )(tg  is the probability density function related to )(tG , and if we call )(th  
the hazard rate function, we’ll have [10]: 
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( ) ( )
( )tG

tgth
−

=
1

 
 
 (5). 

The function )(th  is the rate at which services end. 
So, 
Proposition 1: 
If ( ) 1<tG ,  0>t , continuous and differentiable and if 

( ) )(tGth λ≥ , 0>t  (6) 
( )tp 0'1  is a non-decreasing function. 

Dem: 
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Besides, we may note that 
( ) ,λ≥th   0>t  (7) 

is a sufficient condition for the result in 6. 
So, if the rate at which the services end is greater or equal than the rate of 
arrivals, we conclude that )(0'1 tp  does not decrease. 
For the system M|M|∞, the equation 7 is equivalent to 

 1≤ρ     (8). 
Considering ( )t,'1µ  and ( )t,0µ  the mean values of the distributions given by 
3 and 1, respectively, we’ll have 
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So, 
( ) ( ) ( )[ ]dvt vGtGt ∫ −+−= 0 11,'1 λµ    (9). 

Proposition 2: 
If ( ) 1<tG ,  0>t , continuous and differentiable and if 

( ) ,λ≤th   0>t     
(10). 

( )t,'1µ  is a non-decreasing function. 
Dem: 
It’s enough to observe that, considering equation 9, 

( ) ( )( ) ( )( )thtGt
dt
d

−−= λµ 1,'1 . 
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Besides, if the rate at which services end is lesser or equal than the rate at 
which customers arrive ( )t,'1µ  is a non-decreasing function. We can note 
additionally that, for the M|M|∞ system, the equation 10 is equivalent to  

1≥ρ     
(11). 

 
3 RESULTS AND COMMENTS 

According to our study interests, the customers are the motor vehicles that 
become idle.  The arrival rate is the rate at which the motor vehicles become 
idle. The service time for each one is the time that goes from the instant they 
get idle until the instant they become recycled or dismantled. The service 
time hazard rate function is the rate at which the motor vehicles become 
recycled or dismantled.  
An idle period for our M|G|∞ system should be a one at which there were no 
motor vehicles idle.  In a busy period there are always continuously idle 
motor vehicles. 
The equation 6 shows that if the dismantling and recycling rate is greater or 
equal than the rate at which motor vehicles get idle, the probability that the 
system gets empty (that is, there are no idle motor vehicles) does not 
decrease with time. This means that the system has a tendency to become 
balanced as far as time goes on. 
The equation 10 shows that if the dismantling and recycling rate is lesser or 
equal than the rate at which motor vehicles get idle, the mean number of 
motor vehicles in the system does not decrease with time. This means that 
the system has a tendency to become unbalanced as far as time goes on. 
Consequently, we conclude that when the rate of dismantling and recycling 
of motor vehicles is greater than the rate at which they become idle, the 
system has a tendency to get balanced. In this situation, the motor vehicles 
that become unused with the conventional energy turn useful with another 
kind of energy or get included in other useful devices. 
We must note that it is important the recycling or the dismantling of motor 
vehicles but, more than that, it is essentially relevant the cadence at which 
these actions are performed. Moreover, we give a reference for this cadence: 
λ, the rate at which motor vehicles get idle. 
  

4 AN ECONOMIC ANALYSIS AS A COMPLEMENT TO THE MODEL 
We have seen that rates λ and h(t) are determinant to monitor the way that 
the system of motor vehicles recycling and dismantling may be managed. 
We consider now additionally p as the probability for the motor vehicles 
arrivals destined to recycling and (1-p) as the probability for the motor 
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vehicles arrivals destined to dismantling. Let hi(t), ci(t) and bi(t), i=1,2  be 
the hazard rate function, the mean cost and the mean benefit, respectively 
for recycling when i=1 and dismantling when i=2. 
With these new variables we can perform an economic analysis (beyond 
other considerations that may be posed) to evaluate about the interest of 
recycling and dismantling. 
We will analyze this situation in a global approach and not in a selfish way, 
considering the individuals point of view. 
So, we may consider the total cost per unit of time for motor vehicles 
recycling and dismantling as: 

λλ )()1()()( 21 tcptpctC −+=     
(12). 

Furthermore, the benefit per unit of time resulting from recycling and 
dismantling is given by: 

)()()()()( 2211 thtbthtbtB +=     
(13). 

From an economic point of view, it must be B(t)>C(t). 
To conclude about the advantage of recycling, we have the following: 
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       With G1(t) and G2(t)  both exponential, equation 14 becomes: 
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  To conclude about the advantage of dismantling we have, in the same 
conditions: 
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So, there are minimum benefits above which, from an economic point of 
view both, recycling and dismantling, are interesting. The most interesting is 
the one for which this minimum benefit is the least. By other words: in a 
global perspective, it is more efficient the activity that corresponds to a 
lower level for the minimum interesting benefit. 
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Recycling seems to be as much interesting as far as it is more economically 
profitable and our inequalities 14 to 17 are tools that may be applied to 
evaluate this interest. 
Note that instead of the instantaneous reasoning we can make it for a period 
of time of length T. It’s enough to perform the respective integral calculus 
between 0 and T. Of course, the conclusions are analogous.  
 

5 MAIN CONCLUSIONS 
Our model contributes for a better understanding of this kind of problems 
and it (or some modified versions of it) may be applied to study some other 
social and economic phenomena such as unemployment, health or projects 
of investment, for example, with interesting results. 
An extension of our model has also permitted to get conclusions about the 
economic advantages of recycling and dismantling. 
The application of the model to the phenomenon studied in our paper shows 
that our model is very useful and that its conclusions and results are quite 
simple to understand. Just through a theoretical analysis of the model, we 
have evidenced some remarkable topics for analyzing the evolution of the 
studied system (or another one, whichever it is, since it is according the 
assumptions of the model). 
In practice, it is essential to estimate λ and h(t) to get conclusive particular 
results for the available data about the system. This will give us the tools to 
monitor the situation and to suggest solutions. A correct estimation of λ will 
depend on the arrivals process to be Poisson, in real. Additionally, in 
general, it is correct to admit that with very large populations, such as the 
one we are dealing with, the estimation of h(t) is usually technically 
complicated. So, frequently, the best to do is to estimate directly h(t) instead 
of estimating first the service time distribution and then computing h(t). 
A particular situation at which the computation is easier is the exponential 
service time one, for which h(t) = 1/ α. 
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OPTIMIZATION OF THE SHARPE RATIO AND THE OMEGA IN 
MUTUAL FUNDS PORTFOLIO  
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Sciences, 

 
Abstract: The violation of the assumption of normal distributed returns of 
assets leads to searching for new measures of performance, which allow 
taking into consideration another characteristic then first and second 
moments.  In this paper is compared performance of two portfolios. The 
first one is generated by maximization of Sharpe ratio and the second one by 
maximization of Omega function. The portfolio consists of six mutual funds 
that are traded on Slovak financial market.  
 
Keywords: Sharpe ratio. Omega function.  
 
Introduction 
The popularity of alternative investment instruments leads to searching for 
performance measures which are able to capture different characteristics of 
returns unlike (in contrast with) classic approach which is based on mean - 
variance analysis. 
There are different performance measures that maximize final wealth for a 
given time period1. They can be divided on classic performance measures 
(Treynor measure, Sharpe ratio, Jensen measure), performance measures wit 
asymmetric preferences (Sortino ratio, performance according to semi – 
absolute deviation (ROAS), Omega) and performance measures used in 
practice (Total return, Calmar ratio, Sterling ratio, Information ratio) 
In this paper is compared performance of the portfolio that is generated by 
maximization of Sharpe ratio an Omega function. 
 
Portfolio Selection model with Sharpe Ratio  
Sharpe ratio is quantitative performance measure that has basis in financial 
theory and is based on exact tracking of risk and returns of the assets. 
Preferences of the investor are explained by analysis in mean – variance 
space (Markowitz, 1952) and by Capital Asset Pricing Model (CAPM) of 
Sharpe2.  

                                                 
1 Pedersen, Ch. S. - Rudholm-Alfvin, T .: Selecting a Risk-Adjusted Shareholder 
Performance Measure, Journal of Asset Management; Oct. 2003; 4, 3, pp. 152 –172. 
2 Sharpe, W.F.: Capital Asset Prices, Journal of Finance, September 1964, pp.425-442. 
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Sharpe ratio gives into relation excess return and risk of the portfolio. An 
excess return is measured as a difference between expected return of the 
portfolio ( )PRE  and risk free rate fr .  Risk of the portfolio is measured by 
standard deviation Pσ . Sharpe ratio can  be write as follows:  

    Sharpe ratio = 
( )

P

fP rRE
σ

−
. 

For each risk measure there is performance measure that enable to identify 
above – average, normal and below - average performance. Performance 
measure ( ).ρ  is a ratio between expected excess return and relative risk 
measure that is maximized by investor. By maximizing of performance 
measure ( ).ρ  investor obtains market portfolio, which represents benchmark 
for market.  
Portfolio selection model with performance measure as a goal, investor is 
interested in growth of capital and he can take into consideration risk 
connected with growth of this capital. Sharpe ratio3 is a classic performance 
measure that takes into account first and second moment of returns 
distribution. If returns distribution is asymmetric it can not to capture al 
information that contains time series of returns. Portfolio selection model 
with Sharpe ration can be formulated as follows: 

   
( )

wCw ..
max T

fP rRE −
          ( 1 ) 

s.t. 
   1=⋅ewT , 
   0≥w ,  
where C is covariance matrix, w is vector of asset weights in the portfolio 
and e is vector of ones. 
 
Portfolio Selection Model with Omega Function  
Omega function 4 is a new performance measure that utilizes all information 
that time series of returns contains.  It allows to evaluate and to arrange 
portfolios of the investor. It enables to divide interval of returns on loss 
interval and profit interval, where loss interval is under the threshold of 
                                                 
3 Sharpe, W.F.: Mutual Fund Performance, Journal of Business, 1966, pp.119-138. 
4 Keating, C. – Shadwick, W .:A Universal Performance Measure, The Finance 
Development Centre, London,   Working paper (May). 2002.  
 
http://faculty.fuqua.duke.edu/~charvey/Teaching/BA453_2005/Keating_A_universal_perfo
rmance.pdf. ( 29.1.2008) 
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returns and profit is above threshold of returns (Picture 1). Threshold is 
labeled as h. Omega function sis defined as follows: 

  ( )
( )( )

( ) 1

2

1

I
I

dxxF

dxxF
r r

h

b

h =
−

=Ω

∫

∫
, 

where  ( )ba,  is interval of returns and F  is cumulative distribution 
function. 
Omega equals to 1 if h is average return. It is computed from historical data 
and do not need estimation. It means that exploits all information from time 
series and so it is equally statistically significant as time series. Omega 
represents combination of all moments. Only one assumption is decision 
rule, where investor prefers more than less. 

 

 
Picture 1:  Cumulative distribution function. 

Usually, Omega gives different organization of funds, portfolios and assets 
than classic performance measures. The reason is that it uses additional 
information from time series. In the cases when higher moments are not 
significant, Omega offers same results as traditional performance measures 

Probability 

  

2I

1I

1   

  

Return 

( )rF

Threshold 



190      Multiple Criteria Decision Making XIV 

and do not need to estimate risk and expected return.  If higher moments are 
significant, Omega provides corrections of these approximations and it can 
cause changes in weights of optimal portfolio selection model.  

Portfolio selection model as a maximization of Omega ( )wΩ  can be 
formulated as follows5: 

   ( )
[ ]

[ ]∑

∑

=

=

−

−
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where tr  is a vector of asset returns in time period t, for Tt ,....2,1= . 
 
Performance Optimization of Mutual Funds Portfolio 
Portfolio selection model with Sharpe ratio and Omega function is applied 
on data about six mutual funds. Portfolio consists of two money market 
funds (KBC MULTI CASH CSOB SKK, ING International (II) Slovak 
Money Market Fund), two bond funds (KBC RENTA EURORENTA, ING 
International (II) Slovak Bond Fund) and two stock funds (KBC Equity 
Fund Central Europe, ING Visegrad Stock Fund). We have weekly data 
from January 2, 2004 to January 31, 2008. 
 Next, we are going to track portfolio performance of the Sharpe 
portfolio and Omega portfolio.  In each period it is needed to find optimal 
portfolio at the basis of previous historic returns.  There are 213 periods and 
in each one it is needed to compute covariance matrix and vector of 
expected returns for Sharpe portfolio and cumulative distribution function 
for Omega portfolio. To automate these processes two procedures were 
created in Visual Basic for Application in MS Excel   
On the Picture 2 is illustrated development of the composition of mutual 
funds portfolio generated as a maximization of Sharpe ratio. Risk free rate is 
given at the level of 3 %. On the Picture 3 is shown development of the 
composition of mutual funds portfolio, which is generated as 
a maximization of Omega function.  Threshold equals to 3 %. 
                                                 
5 Avouyi-Dovi, S., Morin, S., Neto, D.: Optimal Assets Allocation with Omega Function, 
http://www.effasebc.org/EBC%20Presentations/Last%20Two%20Years/2004%20Oct%20
Zurich/Optimal%20Allocation%20with%20Omega%20-%20HkappaEFFAS-ebc.pdf, 
(24.2.2008). 
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From Picture 2 it is apparent, that portfolio generated by maximization of 
Sharpe ration is very poor diversified. In majority tracked time period ING 
International (II) Slovak Money Market Fund has the biggest weights in 
Sharpe portfolio. In the case of maximization of Omega function, portfolio 
is by far diversified, thanks to cumulative distribution function, which 
allows using all information from time series.  
 

Weihts of mutual funds in Sharpe portfolio
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Picture 2: Weights of individual mutual funds in portfolio generated as 
a optimization of Sharpe ratio.  

 
Let suppose that at the beginning investor invests 1000 EUR in two 
portfolios. The first one has weights generated by Sharpe ratio optimization 
and the second one by Omega function optimization. We are interested what 
the value of this capital is at the end of the period. Developments of 
individual investment in the portfolio are illustrated at the Picture 4. At the 
end of period we can obtain 1165, 75 EUR in the case of Sharpe portfolio 
(16, 75 % performance per four years) and 1539, 43 EUR in the case of 
Omega portfolio (53, 94 % performance per four years).  
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Weihts of mutual funds in Omega portfolio
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Picture 3: Weights of individual mutual funds in portfolio generated as 
a optimization of Omaga function ratio.  

 
Conclusion 
Determining of the performance and searching for a combination of assets 
that maximize this performance is one of investor goals. If returns not only 
new investment products but also stocks and bonds are not normally 
distributed, classic performance measures as Sharpe ratio provides poor 
results and new approaches as Omega function  have became interested. 
Omega function exploits cumulative distribution function to utilize all 
information that contains time series of returns.   In this paper were 
compared these two approaches at the basis of six mutual funds. In each 
period these two approaches were used to generate optimal portfolio that has 
maximal performance. Portfolio generated by maximization of Omega 
function offers much better evaluation of initial investment than portfolio 
generated by optimization of Sharpe ratio.  
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Comparing of the evaluation of the investment
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Picture 4: Development of the investment invested into the portfolio 
generated by optimization of Sharpe ratio and Omega function.  
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ANALYZING THE IMPACT OF VALUE CHANGES IN ELASTIC-
ITY OF SUBSTITUTION AND ELASTICITY OF TRANSFORMA-

TION TO THE STABILITY OF APPLIED CGE MODEL 
 

Veronika Miťková 
Institute of Economics, Faculty of Social and Economic Sciences, Comenius 

University in Bratislava 

Abstract 
The goal of this work is to analyze the impact of value changes in elasticity 
of substitution in Armington function of composite supply and value 
changes in elasticity of transformation in CET functions of output transfor-
mation to the stability of the applied general computable equilibrium model. 
The model construction allows analyzing the impact of changes in a selected 
sector of economy aspect to the aggregated sector of other sectors. The 
automotive sector is selected as the analyzed sector since the Slovak econ-
omy is strongly influenced by dynamics in this sector. According to the 
simulations and analyzes it is obvious that the model is stabile from the 
point of view of elasticity values changes and so it is appropriate for foreign 
trade (and policy) analyzes. 

Keywords: Armington function, CET function, elasticity of substitution, 
elasticity of transformation 

JEL: C68, F10 

Introduction 

The research presented in this paper was inspired by work of Kazybayeva 
and Tanyeri –Abur (2003) about trade policy adjustments in general equilib-
rium analysis where the parameters of trade functions were changed and the 
impact to the model results were observed. They conclude that the qualita-
tive results remain the same under a wide range of different CES and CET 
parameters; thus the interpretations and conclusions apply to the entire spec-
trum of parameter variation in the model.  

 McDaniel’s and Balistreri’s (2003) research about influence of Arm-
ington function parameters to the model results begins with note that a few 
robust findings emerge from the econometric literature. The first one is that 
long-run estimates are higher than short-run estimates, the second that more 
disaggregate analyses find higher elasticities, and the last one that  reduced-
form time-series analyses find lower elasticities relative to cross-sectional 
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studies. For the experiments they used the steady-state equilibrium as the 
baseline. The model was greatly simplified by aggregating up to include 
only three goods and four regions. The standard nested-Armington structure 
was used in which the lower-tier substitution elasticity (between imported 
varieties) is twice the substitution elasticity between imported and domestic 
varieties. This model is similar to the model used in our early work and the 
goal of this research is to test the model to the sensitivity to the impact of 
the changes in elasticity of substitution and elasticity of transformation. 

The Model 
A standard computable general equilibrium model (CGE) captures all finan-
cial or physical flows in the economy. The database of the model we are 
working with consists of a social accounting matrix (SAM), which synthe-
sizes these flows on activity, commodity, household, factor, institution, sav-
ing and investment, tax and rest of the world accounts. From the mathemati-
cal point of view, the model is a set of simultaneous equations describing 
the agents’ behavior; some of them are nonlinear. The first order nonlinear 
conditions capture the behavior on the production and consumption side; it 
means that behavior is derived by maximizing profit and utility. The equa-
tions include conditions which must be fulfilled for the system, not neces-
sary for individual agents. The equations include factor and commodity 
markets and such macroeconomic aggregates as savings and investments, 
government and rest of the world.  

We focus on the impact of the value changes in elasticity of substitution and 
elasticity of transformation to the stability of the applied computable general 
equilibrium model in this work. The model was developed for analyzing the 
impact of policy changes to Slovakian automotive sector which was selected 
for analysis since the Slovak economy is strongly influenced by dynamics in 
this sector in the past years (Miťková, Mlynarovič, 2007).  

For more than twenty years before there was a principal question in the 
modeling agenda how to deal with export, import, balance of payments and 
balance of trade in the CGE models. After trying various approaches, a gen-
eral consensus was reached by adopting the Armington assumption. This 
assumption regards imperfect substitutability and it is extended to the mod-
eling of exports as well. The use of the Armington function in trade differs 
from the standard neoclassical trade model in which all goods are tradable 
and all domestically produced goods are perfectly substitutable with im-
ports. According Zhang (2006) the standard treatment is not fully compati-
ble with the empirical results: the domestic relative price of tradeables is 
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fully determined by world prices. Neoclassical models result in the full 
transmission of world price changes and in extreme specialization in pro-
duction. In the Armington framework, the economy is less responsive to 
world price changes, thus dampening the move toward specialization 
(Zhang, 2006). Also Khan (2004) quotes that the most common approach 
now is to specify sectoral constant elasticity of substitution (CES) import 
demand functions, export transformation functions that assume constant 
elasticity of transformation (CET) and aggregation functions based on these. 

Armington elasticities specify the degrees of substitution in demand be-
tween similar products produced in different countries. They are critical 
parameters which, along with model structure, data and other parameters, 
determine the results of policy experiments. 

The Composite Supply Function 

The supply side is modeled as composite supply of import and domestic use 
of domestic output by Armington function.  
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It is supposed an imperfect substitutability between imports and domestic 
output sol domestically and it is captured by a CES aggregation function in 
which the composite commodity that is supplied domestically is “produced” 
by domestic and imported commodities, and enters the function as inputs. 
The optimal mix between imports and domestic product is given by Equa-
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derived from Equation 1and a relationship between elasticity of substitution 
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where: 

αqc shift parameter for composite supply (Armington) function, 
q
cδ  share parameter for composite supply (Armington) function, 
q
cσ   the elasticity of substitution for composite supply (Armington) func-

tion, 
q
cρ  exponent ( )∞<<− t

cρ1 for composite supply (Armington) function, 

cPD  domestic price of domestic output, 

cPM  import price (in domestic currency), 

cQD  quantity of domestic output sold domestically, 

cQM  quantity of imports, 

cQQ  quantity supplied to domestic commodity demanders (composite 
supply). 

The Output Transformation Function 

Domestic output as a function of export and domestic use of domestic out-
put is modeled by an output transformation (CET) function. 
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 It is supposed an imperfect transformability between domestic output 
for exports and domestic sales as a parallel to imperfect substitutability be-
tween imports and domestic output sold domestically used in Armington 
function. The CET function is identical to CES function except for negative 
elasticities of substitution. In economic terms, the difference between the 
Armington and CET functions is that the arguments in the first one are in-
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puts and in the second one are outputs.1 The optimal mix between exports 
and domestic sales is given by Equation 5.  
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 The share parameter for output transformation (CET) function is 
derived from Equation 5 and a relationship between elasticity of transforma-

tion and an exponent of output transformation supply
1
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possible to derive the output transformation function form: 

( )1

1
1

1

2

1
1

1

2

1

11

1

1

+

⎪
⎪
⎪

⎭

⎪⎪
⎪

⎬

⎫

⎪
⎪
⎪

⎩

⎪⎪
⎪

⎨

⎧

⋅

⎥
⎥
⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢
⎢
⎢

⎣

⎡

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
⋅+

−+⋅

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
⋅+

⋅= +

+

+

+

+

+

t
c

t
c

t
c

t
c

t
c

t
c

t
c c

c

c

c

c

c

c

c

c

c

cc QD

QD
QE

PE
PD

QE

QD
QE

PE
PD

tQX

σ

σ

σ

σ

σ

σ

σ
α

Equation 5  

where: 

ctα  shift parameter for output transformation (CET) function, 
t
cδ  share parameter for output transformation (CET) function, 
t
cσ  elasticity of transformation for output transformation (CET) func-

tion, 
t
cρ  exponent ( )∞<< t

cρ1 for output transformation (CET) function, 

cQX  quantity of domestic output, 

cQE  quantity of exports, 

cPE  export price (in domestic currency). 
The values of elasticities q

cσ and t
cσ for Armington and constant elasticity 

transformation functions determine the intensity of the substitution between 
domestic supply and imports (Armington CES function), and the intensity of 
                                                 
1 There is a clear difference between equations for import demand and export supply: the 
quantity demanded of the imported commodity is inversely related to the import price and 
the quantity supplied of the exported commodity is directly related to the export price. 
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the transformation between domestic production and exports (CET func-
tion). To evaluate how sensitive the model is to differences in these trade 
elasticities an experiment with export price increase by 5% was carried out 
applying series of different elasticity variations as follows in the next chap-
ter.  

Experiments 

Uniform values of elasticities of substitution and transformation were 
adopted as base in this applied CGE model. For value of elasticity of substi-
tution in Armington function was set up 0.7 and for value of elasticity of 
transformation in CET function was set up 2.0.  

In the first run the value of q
cσ  was gradually changed from 0.5 to 2.0 in the 

sector of automotives while the value in the sector of the aggregated rest of 
the world remained fixed. In the second run the value of t

cσ  was gradually 
changed from 0.5 to 2.5 in the sector of automotives while the value in the 
sector of aggregated rest of the world remains fixed again. The percentage 
deviations of values of aggregates as domestic consumption on automotives 
and on aggregated rest of commodities, GDP, government consumption on 
automotives, domestic and foreign price of automotives, CPI and other were 
obtained as shows the Picture 1, up to 1.7% for the first run and the Picture 2, 
up to 1.9% for the second run. 

 

Picture 1: Graduate change of the value of the elasticity of substitution 
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Picture 2: Graduate change of the value of the elasticity of transformation 

Conclusion 

We can conclude that the model is not sensitive on changes in the Arming-
ton function elasticity of substitution value and CET function elasticity 
value according to this experiment. The changes in both cases were accept-
able, in limit up to 2%. Notice that the higher elasticity values the lower 
percentage changes which can be explained by the higher flexibility of the 
model at these values.  

References 

Kazybayeva, S., Tanyeri –Abur, A. (2003) Trade Policy Adjustments in Kazakh-
stan: A General Equilibrium Analysis. Paper presented at the International Confer-
ence Agricultural policy reform and the WTO: where are we heading? Capri. 
Khan, H.A. (2004) Using Macroeconomic Computable General Equilibrium Mod-
els for Assessing Poverty Impact of Structural Adjustment Policies. ADB Institute 
Discussion Paper No.12. Tokyo. 
McDaniel, C., Balistreri E. (2003) A review of Armington trade substitution elas-
ticities. Économie internationale 94-95, p. 301-313. 
Miťková, V., Mlynarovič, V. (2007) Modeling Policy Changes with the CGE 
Model for Open Economy of Slovakia. International conference: Improforum. 
České Budejovice.  
Zhang, X.G. (2006) Armington Elasticities and Terms of Trade Effects in Global 
CGE Models. Productivity Commission Staff Working Paper. Melbourne. 
 



202      Multiple Criteria Decision Making XIV 

PORTFOLIO OPTIMIZATION IN TACTICAL ASSET 
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Abstract 
 

Although the strategic asset allocation is the most crucial decision required 
to achieve investment goals, the historical evidence suggests that tactical   
allocation process may offer good opportunities to enhance long – term 
portfolio return. The paper presents applications of portfolio selection 
model in a tactical asset allocation. At first by a combination of a 
momentum strategy and Markowitz model a dynamized investment 
strategy is constructed. In the second approach the momentum strategy is 
combined with Omega function which employs all information contained 
within the return series and can be used to evaluate and rank portfolio asset. 
Resulting portfolios are confronted with some standard approaches. 
 

Key words: Tactical asset allocation, momentum strategy, dynamized 
Markowitz strategy, omega function 
 

INTRODUCTION 
  
Asset allocation is a crucial decision required to achieve investment goals 
ant its basic goal is to decide what classes of assets and in what proportions 
should be included in the investment portfolio. The decision on strategic 
asset allocation is an assumption for solving problems connected with an 
active asset allocation or for decisions on such changes in asset weights that 
exploit growing markets and good economic development for specific 
subcategories of the specific one. Historical data indicate that tactical asset 
allocation can provide opportunities for a significant increasing in portfolio 
returns 
 
 A basic approach to portfolio optimization from a viewpoint of 
basic asst classes, money market tools, bonds and equities, and its effective 
application based on the efficient frontier modeling and the choice of the 
best compromise portfolio according to the specific rule that enables to 
specify investor preferences on the base of his (her) risk attitude is built on 
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the Markowitz portfolio selection model. In this case the efficient frontier 
modeling requires to solve a sequence of mathematical programming 
problems that one can write as 
   
  { })(; wwE ΓTeff  
subject to 
   1=weT  
   ul www ≤≤  
 
where 
 Γ(w) - scalar risk measure, 
 w   - vector of asset weights 
E   - vector of expected returns,  
 wl   - vector of lower bounds on asset weights, 
 wu  - vector of upper bounds on asset weights, 
  e     - vector of ones 
and starting from known results (Zeleny (1982); Konno - Waki - Yuuki 
(2002)) one can write 
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where pk is the probability of kth level rk

Tw of portfolio return, c is a 
reference level of wealth from which deviations are measured. For example 
c could represent expected return of the asset, zero, the initial wealth level, 
the mode, the median, etc. Parameter α is the power to which deviations are 
raised, and thus α reflects the relative importance of large and small 
deviations. Parameter λ specifies what deviations are to be included in the 
risk measure if α  > 0. Possible choices for parameter λ include ∞, c, a 
desired target level return, and some others. Conditional value at risk 
(CVaR) is an alternative measure of risk which maintains advantages of 
VaR, yet free from computational disadvantages of VaR, where  β ,0 < β < 
1, is the confidence level. 
 
Let us note that there exist VBA procedures (Jackson – Staunton, 2001; 
Mlynarovic, 2005) for an effective execution of the solution process in 
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Excel environment which provide approximation of efficient frontier. From 
the view a practical application there are two main problems: 
 

how the select the particular risk measure function, 
how the estimate the expected return of assets 

 
For α = 2, λ = ∞ and c = ETw we have the model of portfolio selection in the 
mean – variance space that is broadly used in fund management. It is used 
for allocation of assets for the purpose of setting fundamental fund 
management policy and also for the management of individual assets that 
form the portfolio, for risk management as well as for performance 
measurement, etc.  

 
It is further used for specifying proportions of fund allocated to passive 
(index) management and for different types of active management. Its utility 
is determined by the following facts: 
 

• if the rate of return has a normal distribution of probability, 
which was usually considered presumption fulfilled for common 
stock, then the model is consistent with “expected utility 
maximization” principle, 
• quadratic programming problems, representing technical 
execution of the model, are solvable considering the existing 
knowledge of mathematical programming methodology. 

 
Nevertheless, in recent years one can observe radical changes in investment 
environment. There are different financial instruments with asymmetric 
distribution of yield, such as options and bonds. Besides, recent statistical 
studies have shown that normal distribution of return is not recorded with all 
common stock. As a result, one can never rely on a standard model of 
portfolio selection. 
 
 Questions on an application of different risk measures are examined 
by various authors (e.g. Konno-Waki-Yuuki, 2002;  Miťková-Mlynarovič, 
2006). A subject of interest is also question connected with a sensitivity of 
model solutions on inputs, e.g. expected returns. That is to say that the 
second restrictions on mean – variance approach consists in the fact that its 
recommendations for asset allocation are highly sensitive to small changes 
in inputs, means, in errors in estimations. It is assumed that errors in 
expected return estimations are 10-times more important than errors in 
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variance estimations and 20-times more important than errors in covariance 
estimations. One of approaches how to solve this problem was developed 
by Fisher Black a Robert Litterman (Black – Litterman, 1992). It consists 
in a construction of quantitative approach for finding stabile portfolios in 
mean – variance space. 
In this connection as a perspective approach we suggest such a 
modification of Markowitz model that in specified boundaries for risk 
looks for asset allocations with equal risk attribution of individual assets to 
the total portfolio risk through a goal programming application. The 
problem of asset allocation with the same risk contribution, or 
decomposition, of the total portfolio risk formally can be written in the 
form: 

   ∑
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where C is covariance matrix, σl

2 and σu
2 is the lower and upper bound fot the 

portfolio risk, ni and pi, i = 1, 2, ..., n, are so called negative and positive 
deviations, with possible nonnegative weights in the objective function, and n is 
the number of assets. 
 

A MARKOWITZ STRATEGY DYNAMIZATION 
 
As it was mentioned above Markowitz`s portfolio selection model is usually 
used for long term strategic asset allocation, but no for short term 
allocations. Riberio a Loyes (2007) just have shown that Markowitz 
optimization in a combination with so called momentum based tactical asset 
allocation can provide significant value added in the process of tactical 
investment strategy construction. 
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 Most investor base tactical asset allocation decisions on 
consideration of value but lately also momentum, speed, in relative return 
across a wide  set of asset classes is frequently used. In the most basic 
form, the strategy invests each 6 months in 5 asset classes, out of a possible 
10, choosing those asset classes with the highest returns over the past 6 
months. Momentum is an empirical phenomenon that contradicts market 
efficiency. In an efficient market, it should not be possible to build a 
profitable trading strategy without moving into riskier assets.  But at now 
even well-known guardians of the efficient market hypothesis, such as 
Eugen Fama (Fama, E. and K. French, 1996), recognize the possibility that 
momentum profits could be due to a market inefficiency. There could be 
other explanation, even base on a rational framework, and there are a lot of 
theories that try to explain momentum. Arguments of behavioral finance 
are considered as the most convincing and suggest as reason for momentum 
underreaction and overreaction to information. 
 
 In the under reaction case, investors are unable to process available 
information in a timely fashion. Thus, security prices undereact to new 
information. In that case, prices will slowly adjust in the direction on 
intrinsic value, producing short-term trends. For example, new information 
arrives that tell investors that fundamentals are better than expected. But 
investors are suspicious and do not adjust their expectations fully. Prices 
move less than fundamentals would imply. Consequently, prices will only 
slowly absorb the positive past information. The overreaction story is also 
based on other investors` cognitive biases. Investors learn that 
fundamentals are better than expected. Most of the investors adjust their 
expectations fully, but some of the investors extrapolate this positive news 
into the future. Prices increase as fundamentals would predict, but they 
continue the upward move beyond fundamentals because of extrapolation 
or even trend following behavior. Both behavioral biases will make prices 
deviate persistently from intrinsic value. 
 
 The performance of the dynamic Markowitz strategy, which is the 
result of Markowitz optimization and momentum based tactical allocation 
combination, e.g. in comparison with a naïve strategy based on the 
momentum strategy, comes from the following sources: 

- momentum in asset class returns – as best performing asset 
classes in the recent past are also more likely to outperform in the 
near future, 
- persistence (clustering) in asset class volatility and 
correlation, 
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- stability in total risk exposure – as we can combine asset 
classes to maintain a reasonably constant total volatility, thus 
introducing a volatility timing feature in the strategy. 

 
Table. 1: Annualized asset characteristic chosen by the momentum strategy 

  

R1 
securitie

s 

R2 
securitie

s 

R3 
securitie

s 

R4 
securitie

s 
O1 

bonds
O2 

bonds
Como
-dities

Realitie
s 

Risk   
Free 

Average 
return -2.63% -12.14% 8.64% 42.81%

11.36
%

10.41
%

23.81
% -13.77% 

4.62
% 

St. 
deviation 19.09% 18.41% 21.36% 24.07% 2.97% 3.85%

14.03
% 20.89% 

0.16
% 

Lower 
semi 
st. 
deviation 21.11% 20.82% 22.89% 26.94% 2.79% 4.67%

14.17
% 22.44% 

0.08
% 

VaR, 
(0.95) 36.90% 28.38% 39.19% 37.83% 3.83% 5.55%

21.11
% 33.29% 

-
0.19

% 

Condition
al VaR 42.10% 42.84% 46.65% 58.06% 5.31% 9.99%

30.73
% 44.53% 

-
0.18

% 
Parametri
c VaR 31.40% 30.29% 35.13% 39.59% 4.89% 6.33%

23.08
% 34.36% 

0.27
% 

Omega 
ratio 
(11%) 0.89 0.81 0.99 1.17 1.01 0.94 1.12 0.83 0.00 

 
 

Table. 2: Investment strategies 

 
Table 3: Investment strategies characteristics 

  Portfolio 

  Omega M_M Naivne GMV Risk_dec 
Average return 21.43% 20.38% 6.904% 7.64% 5.13% 
St. deviation 8.23% 7.82% 9.869% 1.01% 8.00% 
Lower semi st. dev. 10.01% 9.39% 11.129% 1.16% 9.06% 
VaR (0.95) 12.69% 12.15% 17.18% 1.15% 11.60% 
Conditional VaR 18.97% 17.96% 21.83% 2.05% 18.30% 

Portfolio R1  R2  R3  R4  O1  O2  

Comm
-

oditie
s 

Reali-
ties 

Risk 
Free 

Omega 
maximum 0.00% 0.00% 0.00%

25.00
%

25.00
%

25.00
%

25.00
% 0.00% 0.00% 

Momentum_Ma
rkowitz 0.00% 0.00% 0.00%

25.00
%

25.00
% 8.80%

25.00
% 0.00% 

16.20
% 

Naivne 11.11% 11.11%
11.11

%
11.11

%
11.11

%
11.11

%
11.11

%
11.11

% 
11.11

% 

GMV 0.71% 0.00% 0.18% 0.00%
25.00

%
23.81

% 0.30% 0.00% 
50.00

% 
Risk 
decomposition 7.69% 17.34% 7.27% 4.25% 0.00%

25.00
%

12.47
% 5.06% 

20.92
% 
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Parametric VaR 13.53% 12.86% 16.23% 1.67% 13.16% 

Omega ratio (11%, ) 1.16 1.15 0.94 0.60 0.89 

 In practical application the daily data on asset returns for period 
from July 2, 2007 to December 31, 2007 were used and as a result 
momentum approach the asset presented in the Table 1 were chosen. So as 
the result we have four regional security indices, two regional bonds, one 
commodities index and one realities index. These data were completed with 
one tool of the money market that represents a risk free rate. This process 
realizes the first principle of the dynamized Markowitz strategy. The 
second principle then consisted in the modeling of the efficient mean-
variance frontier for 6-months moving returns and risks and as the final 
Markowity –Momentun strategy the efficient portfolio with 8%, p.a. risk 
was chosen.  The structure of this startegy (portfolio) and its comparison 
with the naïve momentum strategy, the global minimum variance portfolio, 
the portfolio with the same risk decomposition and with omega portfolio, 
its construction we will examined later, are presented in the Table 2. The 
Table 3 then presents corresponding characteristics of the portfolios. 
 

OMEGA FUNCTION AND PORTFOLIO OPTIMIZATION 
 
Many of the difficulties one can encounter in performance measurement 
and attribution of financial assets or their portfolios are rooted in the over – 
simplification that mean and variance fully describe distribution of returns. 
It is a generally accepted stylized fact of empirical finance that few, if any, 
would now challenge that returns from investment are not distributed 
normally. Thus in addition to mean and variance higher moments are 
required for a complete description. 
 
 In the last decade one can see many approaches to the portfolio and 
securities return analyzes and explanations that try to capture an asymmetry 
in investments returns. Kearing, Shadwick a Cascon (Keating, C., 
Shadwick, W.F., 2002a, 2002b; Cascon, A., Keating, C. and Shadwick, W. 
F., 2002) suggested so called Omega measure (function), which employs 
all the information contained within the return series and can be used for 
evaluation and ranking of portfolio assets. 
 
 The approach based on the mathematical technique, which facilitate 
the analysis of returns distributions. This approach enables partitioning 
returns into loss and gain above and below a return threshold and then 
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considering the probability weighted ratio of returns above and below the 
partitioning. The formally the measure is defined in the form 
 
 

   

∫

∫ −
=Ω r

a

b

r

dxxF

dxxF
r

)(

))(1(
)(  

where (a, b) is the interval of returns and F is the cumulative distribution of 
returns. It is in other words ratio of the two areas I2 and I1 shown in the 
Picture 1a for defined loss threshold r, where I2 is the area above the 
function F on the right from r and I1 is the area below the function F on the 
left from r. If we assume this ratio for all possible return thresholds, we will 
have the function, illustrated in the Picture 1b, which is a characteristic one 
for assumed asset or portfolio.  
 
 The Omega function possesses many pleasing features (Cascon, A. 
C. Keating, W. Shadwick, 2001) that can be intuitively and directly 
interpreted in financial terms. As it is illustrates in the Picture 1b, Omega 
takes the value 1 when r is the mean return. An important feature of the 
measure is that it is not plagued by sampling uncertainty, unlike standard 
statistical estimators, as it is calculate directly from the observed 
distribution and requires no estimates. This function is, in a rigorous 
mathematical sense, equivalent to the returns distribution itself, rather than 
simply being an approximation to it. It therefore omits none of the 
information in the distribution and it is as statistically significant as the 
return series itself. 
     
 As a result, Omega is a perspective tool for financial performance 
measurement where what is of interest to the practitioner is the risk and 
reward characteristics of the return series. This is the combined effect of all 
its moments, rather then the individual effects of any of them, which is 
precisely what Omega provides 
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Picture 1a -b: Omega ratio and Omega function 

 
 If EP is the required portfolio return, then as a further approach to 
portfolio selection can be used just the one, which for the stated performance 
threshold EP looks for such portfolio that maximizes Omega function value. 
The problem can be formally written in the form 
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Picture 2: Omega functions for resulted portfolios 
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 The resulted Omega portfolio for the performance threshold 11%, p.a. 
is compared with the other ones in the Table 2 and 3. An interesting 
information also provides the Picture 2, which presents Omega functions for 
assumed portfolios 
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IN URBAN AND REGIONAL BUS TRANSPORT 
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Abstract 

There are two different approaches to vehicle and crew scheduling in urban and regional 
bus transport. In Slovak and Czech Republic simultaneous bus and crew scheduling is used. 
This approach supposes that drivers cannot change vehicles and hence all constraints 
required for drivers working time have to be imposed to running boards of vehicles. 
Constraints and conditions for such running boards can be formulated as nonlinear 
objective functions and the resulting task is a nonlinear multi criteria optimization problem. 
A good suboptimal algorithm was developed for this problem. In Great Britain (and many 
other countries) a two stage scheduling procedure is used. In the first step an optimum 
vehicle schedule is calculated. In the second one a large set of possible driver shifts is 
created and then an optimum subset is selected using set covering problem. The comparison 
of two mentioned approaches shows that the second approach can save dead mileage and 
total driver working time. 
 
This paper was supported by VEGA as a grant No. 1/0135/08. 
 
 
1. The Fundamental Vehicle Scheduling problem  
 
 
Trip s is a travel from a starting point to a finishing point of a route and is 
considered to be an elementary amount of the work of a bus. We will say 
that the trip si   precedes the trip  sj  and we will write  ji ss ≺  if the trip  sj  

can be linked after the trip  si   into a running board for one bus. Relation ≺  
is irreflexive and transitive. 
Running board, or running board of a bus is an arbitrary nonempty 
sequence 
 T = s1, s2 ,  . . ., sm of trips with property:  msss ≺"≺≺ 21  .   
                                    
The number  m  we will call the length of running board  T . We will write 

ji ss →   if both trips  si, sj  are provided by the same bus and the trip  si  is 

linked immediately behind the trip  sj.  Note that ji ss →  implies ji ss ≺ . 
For any given set  S = {s1, s2, . . .  sn} of trips with precedence relation ≺  we 
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can construct a bus schedule. Bus schedule of the set  S  of trips is a set of 
running boards O = {T1, T2, . . . Tk} of the form 

)(,1)(,2,1,

)2(,21)2(,22,21,22

)1(,11)1(,12,11,11

...
............

...

...

knkknkkkk

nn

nn

ssssT

ssssT

ssssT

→→→→=

→→→→=

→→→→=

−

−

−

 

such that every trip of the set  S  occurs exactly in one running board of  O . 
To every bus schedule O = {T1, T2,, . . . , Tk} the number C(O) - the cost of bus 
schedule O is assigned. We will say that the cost C(O) is separable if it can 
be expressed as a sum of costs of all running boards T1,  T2, ... Tk, i. e. 

∑
=

=
k

i
iTcOC

1
)()(                                                                      (3) 

where  c(Ti)  denotes the cost of running board  Ti . In most simple cases the 
cost of running board  mm ssssT →→→→= −121 ...  is the sum of all 
linkage costs: 

∑
−

=
+=

1

1
10 ),()(

m

i
ii sscTc                                                               (4) 

The linkage cost denoted  c(si, sj)  represents namely dead mileage expenses, 
however, it may include waiting costs, line changing penalty and other 
penalties as well. In this case we will say that the cost  )(0 Tc   is linear. We 
will say that the cost C(O) of bus schedule  O  is linear, if  C  is separable 
and the cost )(0 Tc  of running board T  is linear. 
 
Most important objectives for vehicle scheduling are the following: 

1. O1: Minimization of the number of running boards. 
2. O2: Minimization of the total linkage cost. 

 
Fundamental vehicle scheduling problem FVSP is to find a bus schedule 
with the minimum number of  running boards and with the minimum total 
linear cost. 
In the terms of bivalent programming the FVSP can be formulated as 
follows:  
Let  dij =c(si,sj) if ji ss ≺ and dij=∞  otherwise. Let ijx  be a zero-one 
decision variable saying that if 1=ijx and ∞<ijd , then is  immediately 
follows js  in some running board T. To solve FVSP means 
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                      { }1,0∈ijx                                                                              (8) 
We see that we got a classical assignment problem which can be solved in 
polynomial time. (Several related problem of fleet size minimization see in 
Černá [1],  Černý [3] and Peško [5].) 
Remark: We can change the definition of ijd  as follows: dij =c(si,sj) if 

ji ss ≺ and dij = the fixed costs of one bus per day. Then the optimization 
will give us also an optimum number k of vehicles.  
Remark:  If we set ),(),(),( ijijij sdepotcsscdepotscd −+=  if ji ss ≺  and 
dij=∞  otherwise where ),( isdepotc  and ),( depotsc j    are pull-out and pull-
in expenses, the resulting bus schedule will be optimal with respect to 
objective 

),(),(),()(
1

1
110 depotscsscsdepotcTc m

m

i
ii ++= ∑
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i. e. we can get a bus schedule which minimizes total linkage cost plus total 
pull-out and  
pull-in cost. 
 
2. Two Step Vehicle and Crew Scheduling 
 
The first step in this procedure is to solve the corresponding fundamental 
vehicle scheduling problem. Clearly, the resulting bus running boards in 
most cases don’t comply with conditions for driver working shift.  
The second step described by Smith and Wren [12] (system IMPACS) was 
first used for London Transport Buses and for many other organizations 
later.   The basic approach is to divide running boards (resulting from the 
first step) into so called pieces of work, then generate many thousand 
potential shifts by combining pieces of work, to eliminate some of the 
resultant shifts by intelligent heuristics, and then to use a  integer linear 
programming process to select a subset of shifts which forms a good 
schedule. 
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Let ija  is  a real number, 1=ija  if the shift i contains the trip j, 0=ija  
otherwise. Let ix  is a decision variable { }1,0∈ix , 1=ix  if and only if the 
shift i is selected shift, let ic  is the cost of the shift i. The total cost of 
selected shifts is ∑

i
ii xc  , the requirement, that every trip is covered by at 

least one shift can be expressed by the condition 1≥∑
i

iij xa  for every j. So 

the arising integer linear programming problem is 
Minimize                                ∑

i
ii xc                                                          (*) 

subject to                                1≥∑
i

iij xa            for   j=1,2,...,n               (**) 

                                                { }1,0∈ix                for every j                   (***) 
Just described problem is known as the set covering problem. However it 
may happen that some trip is covered by more than one shift. This obstacle 
can be easily fixed by successive heuristic procedure which determines 
which shift will really contain that trip.  Our computational experience with 
real instances shows that such situation occurs very seldom because of the 
total cost (*).  The idea to replace the conditions (**) by  1=∑

i
iij xa  leads 

to set partitioning problem – the resulting shifts doesn’t overlay in this case, 
but our computational experience shows that in some cases the resulting 
problem hasn’t a feasible solution at all or, if it has, this solution is much 
worse than that of the set covering problem. 
 
2. Simultaneous Vehicle and Crew Scheduling Problem (SVCSP) 
 
In Czech and Slovak Republic there are closer ties between drivers and 
vehicles. One bus schedule has to be covered by one or two crew schedules. 
In this case the considered bus running boards have to fulfill several 
conditions.  
 
The most important and most frequent constraints for vehicle and crew 
scheduling are: 
 

1. C1: All vehicles have to return after work to the places where 
they started in the morning. (As the starting points can be given one 
depot, several depots or this condition can be replaced by 



216      Multiple Criteria Decision Making XIV 

the requirement that every bus returns after finishing the daily work 
to the starting point of corresponding running board.) 
2. C2: All running boards have to fulfill the safety break 
condition. We will say that running board fulfills safety break 
condition (SB) or is feasible if in every time interval 240 minutes 
long there exists at least 30 minutes of safety break. This safety 
break can be in one continuous piece or two or three time intervals, 
every one of them is at least 10 minutes long. 
3. C3: The time length of every running board must be suitable 
for one crew or two crews. This means that it must be in time 
interval ( )1

2
1
1 , tt  if it is designed for one driver or in interval ( )2

2
2
1 , tt  

for two drivers.  
4. C4: All vehicles have to visit the central depot once a day. 
5. C5: All driver shifts have to contain a meal break. 
6. C6: The driving time of every driver is limited. (This is 
different requirements from that of C3) 
7. C7: The durations of all shifts of all drivers have to be as 
uniform (as equal) as possible. 

 
Assume that mm ssssT →→→→= −121 ...  and O = {T1, T2,, . . . ,Tk}. Just 
mentioned constraints can be expressed by corresponding objective 
functions. 
 
The constraint C1 can be modelled by objective function  

c1(T) = c(sm,s1), 
where  c(sm,s1) represents all expenses connected with the move of the 
vehicle from arrival place of the trip sm to departure place of the trip s1 . 
 
The modeling of constraint CI for  6,5,4,3,2=I   can be achieved by the 
following objective function )(Tci ):                              0)( =Tci ,     if T 
complies with condition CI 
                                                         ∞=)(Tci    otherwise 
The objective function for condition C7 is 

     ( )
2

1
7 )()( ∑

=

=
k

i
iTdurationOc  

Simultaneous vehicle and crew scheduling problem SVCSP can be 
formulated  a multicriteria assignment problem with objectives 
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 ∑i iTc )(0 ,  ∑i iTc )(1 ,  ∑i iTc )(2 ,  ∑i iTc )(3 ,∑i iTc )(4 , ∑i iTc )(5 , 

∑i iTc )(6 , )(7 Oc  
All mentioned objectives are separable, all except the first one are nonlinear. 
Their formulation by means of mathematical programming is rather 
complicated. We can define the complex objective function 

)()()( 77
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0 1

OcKTcKOC i
r

k

i
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= =

, 

where iK  for  7,6,5,4,3,2,1,0=i   are some suitable constants, and to 
formulate SVCSP as to find a bus schedule with minimum value of )(OC . 
Arising mathematical problem is probably NP-hard and therefore 
suboptimal methods are to be used for solving SVCSP. Several 
neighborhood search procedures were designed, implemented and 
successfully applied in practice. As the most successful heuristic method 
appears the one based on the following two step procedure: 

1. Step. Compute optimum bus schedule O board with 
minimum number of vehicles and minimum total linkage cost 
∑i iTc )(0 . 
2. Step. Neighborhood search heuristic starting with bus 
schedule O trying to find a better solution with lower value of 
complex objective function )(OC  by combination of heads, bodies, 
and tails of running boards leading to numerous applications of 
matching problem.  

 
The objective functions )(Tci  for  6,5,4,3,2=i   appeared not to be suitable 
for just described heuristic algorithm, since they do not express „how far“ 
the  actual solution O is from the ideal one. Therefore it is useful to modify 
the definition of the objective function )(Tci  for  6,5,4,3,2=i   as a 
measure of violating the corresponding constraint CI. Practical experiences 
showed that the choice of constants iK  for  7,6,5,4,3,2,1,0=i   is crucial 
for final result and how improper values of these constants can lead to 
curious unexpected results. 
 
3. Practical Experiences and Results 
 
Simultaneous vehicle and crew scheduling was used for optimization of 
several tens Czech and Slovak towns (the latest are Piešťany, Trenčín, 
Považská Bystrica a Martin -- Vrútky) with great economical gain. The dead 
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mileage savings were from 6 to 20 %, the number of vehicles dropped by up 
to 15 %. 
The comparison with two step approach used in Great Britain modified for 
Slovak conditions showed that in all cases we have got additional savings of 
dead mileage from 20% up to 70%, while the number of drivers has risen 
slightly. Since the research is not finished in this area we can expect even 
better results. However, there is a little hope that Slovak bus providers will 
apply this approach in short future because of poor technical state of 
vehicles, low professionality of drivers and long term tradition – all 
mentioned facts preclude changing various drivers on one bus.     
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PICKUP AND DELIVERY PROBLEM 
Pelikán Jan, Fábry Jan, Kořenář Václav 

University of Economics Prague, W. Churchill sq. 4, 130 67 Prague 3 
  

 
Abstract 
Vehicle routing problem and traveling salesman problem are classical 
problems in operational research, this modification of those problems 
consists of a transport among nodes of the communication network using 
cyclical routes of vehicles with given capacity. A transportation demand is 
given by the place of pickup, the place of delivery and quantity of goods. 
The goal is to find cyclical routes of minimal length which ensure the 
transport requirements. In the paper there are two models proposed for the 
problem, both are demonstrated on an example. The problem is based on a 
case study from practice. 
 
Keywords 
Pickup and delivery problem, integer programming, heuristic methods 

 
1 Introduction 
Traveling salesman problem and vehicle routing problem and their 
modifications are frequently solved practical examples. In such problems 
the goal is to assure pick-up or/and delivery of goods in a distribution 
network. While in those applications it is necessary to find cyclical routes 
starting and ending in a depot, in the studied problem it is required to 
transport goods between nodes of the network.  Each requirement is 
specified by the pickup point, the delivery point and the amount of goods 
which has to be transported. In [1] and [2] the problem is called pickup and 
delivery problem.  
In the practice time windows are often given for each node in the network 
and the order of pickup and delivery processes has to be defined, because 
the goods being loaded as the last one will be unloaded as the first one. The 
origin and the destination nodes need not to be identical. Vehicles with 
different capacities can assure the transport of goods. The objective is to 
minimize the total transportation cost. Column generation method is used 
for selecting routes in the mathematical model. 
In the paper, no time windows and no conditions for order of pickup and 
delivery are considered. All vehicles have the same capacity. Each route has 
to be cyclical for all included nodes. Two models are proposed in the paper; 
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the first one is based on the optimal flow theory, the second one uses a 
model of set covering problem.  
Let a distribution network is given by G = {V, E}, where V is a set of n 
nodes and E is a set of undirected arcs. Each arc (i, j) is evaluated by 
minimal distance between nodes i and j. Let us denote qkl the amount of 
goods that has to be transported from node k to node l. Vehicles with 
capacity V are used for pickup and delivery and they can start in any node. 
All routes have to be cyclical, each vehicle has to come back to the node it 
starts from. The objective is to minimize the length of all the routes. 
 
Example 
Let us consider the distribution network with 4 nodes; the distance matrix C 
and the transportation requirements matrix Q are given: 

⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢

⎣

⎡

=

⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢

⎣

⎡

=

0,8,0,8
0,0,6,5
7,5,0,0
5,7,0,0

0,20,50,60
20,0,60,40
50,60,0,30
60,40,30,0

QC . 

Vehicle capacity is V=12. 
 
2 Optimal multi-product flow model 
Let us define two additional nodes in the network: the node 0 as the source 
and the node n+1 as the sink. The following variables are defined in the 
model: 

0≥ijy ,  integer – number of vehicles going through the 
arc (i, j) in the direction from i to j 

),1,...,1,0,( jinji ≠+= , 
0≥kl

ijx , amount of goods (part of the total amount qkl) 

transported from node i to node j 
),,...,2,1,;,1,...,1,0,( lknlkjinji ≠=≠+= . 

Mathematical model follows: 
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The objective (1) corresponds to the sum of the evaluations of all the arcs in 
the solution, i.e. the total length of all routes. Equations (2) assure the 
vehicle will leave the location that it will visit. With respect to equations (3), 
amount of goods being transported from k to l entering node j leaves this 
node. Inequalities (4) disable exceeding the capacity of the vehicle 
transporting goods between nodes i and j. Equations (5) assure that both the 
total flow from the source 0 to node k and the total flow from node l to the 
sink n + 1 are equal to the total requirement qkl. All other flows from the 
source and to the sink are set to 0. 
 
Example 
Application of the model (1) - (6) to the example introduced above leads to 
the objective value equal to 260 and to the following values of variables: 

2,1 433134241312 ====== yyyyyy  .  
Hence, two routes are generated: 

route A:  2 → 4 → 3 → 1 → 2 of the length 140  
and route B:  1 → 3 → 4 → 1 of the length 120. 

Optimal solution: 
Route A Route B 

Node Pickup Delivery Node Pickup Delivery 

2 q24=7   q23=5  1 q14=5   q13=7  

4  q24=7 3  q13=7 

3 q31=5  q32=6 q23=5 4 q41=8 q14=5 

1  q31=5 1  q41=8 

2  q32=6    
 
Note: Values of matrix Y provide information about the arcs that are 
included in the optimal routes. Generation of routes based on this 
information need not to be unique. In addition it is necessary to determine 
the depot for each route. Selection of the depot has to enable flows to be 
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realized. If node 4 is selected as the depot for the route A, it will not be 
possible to realize the requirement q23=5. Thus, it is possible we are not able 
to complete routes with depots on the base of the optimal matrix Y.  
 
3 Routes generation model 
The model is based on the assumption there are proposed routes satisfying 
all conditions of transportation, depots in all proposed routes are 
determined. The goal is to select routes satisfying requirements given by 
matrix Q and minimizing the total length of all routes derived from matrix 
C. A number of vehicles realizing the transport will be determined as well.  
Let us assume S routes including arcs of distribution network, the length of 
each route is denoted ds (s = 1,2,…,S). Parameter )(sa kl

ij  equals 1 if goods 
transported on the route s from node k to node l uses arc (i, j), 0 otherwise. 
 
Example 
Parameters )(sa kl

ij  for the route A: 2 → 4 → 3 → 1 → 2 presented in 
previous chapter are defined in the following table: 

(i,j) / (k,l) 2,4 2,3 4,3 4,1 3,1 3,2 

(1,2)      1 

(3,1)    1 1 1 

(2,4) 1 1     

(4,3)  1 1 1   
      
In the model, the following variables are used: 

0≥sy ,  integer – number of vehicles on the route s 
(s = 1,2,…,S), 

0≥s
klx , amount of goods (part of the amount qkl) 

transported on the route s 
),...,2,1;,,...,2,1,( Sslknlk =≠= . 

 
Mathematical model is: 

min
1
∑
=

→=
S

s
ss dyz  (7) 
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kl
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,,...,2,1,,,...,2,1,,
,

SsjinjiVyxa s
lk

s
kl

kl
ij =≠=≤∑  (9) 

.,...,2,1,integer,0,,,...,2,1,,0 Ssylknlkx s
s
kl =≥≠=≥        (10) 

The objective function (7) corresponds to the total length of all routes. 
Equations (8) assure transport of required amount of goods qkl from node 
k to node l. Inequalities (9) disable exceeding the capacity of the vehicle 
transporting goods on the route s between nodes i and j. The key issue in 
this mathematical model is generation of the routes and their number. The 
same routes with the different depots are considered as different routes in 
this model. 
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FLEXIBLE BUS SCHEDULING WITH OVERLAPPING TRIPS 
 

Štefan Peško 
 

Abstract 
 
We investigate simplified forms of the flexible bus scheduling problem for 
one bus. I tis motivated by practical needs of removing overlapping trips 
from the real bus schedule. The goal is to minimize the total overlaps of the 
sequence of trips of fixed running board. The possibility of using linear 
programming approach with integer solutions for optimistic and pessimistic 
models are considered.  
 
1 INTRODUCTION  
 
The topics discussed in this paper are focused on important operational 
problems confronting the management of competitive bus transportation 
system.  
    The basic bus scheduling problem consists of assigning buses to given set 
of trips in running board such that: 

• each trip is performed 
exactly once, 

• each bus must start and end 
its work day at the same depot, 

• the number of buses is as 
low as possible minimum, 

• the operational cost is 
minimum. 

This problem has several variations with practical restriction (on number 
and types of depots, meal breaks, buses types, length of the running boards) 
studied in Slovakia by Palúch and his colleagues [1],[2],[3],[4],[5]. 
    We will consider the Flexible Bus Scheduling Problem (FBSP) when the 
set of flexible trips is given for one bus (see table 1) and no practical 
restrictions are presumed. This paper aims to present and discuss 
mathematical programming formulations and the possibility of for solving 
the FBSP.  
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2 BASIC NOTATION 
 
In this paper we will use the terminology from Hartley [6]. A flexible trip is 
a journey performed by bus between two places at specific time given by the 
flexible time-table.  
    Given set of flexible trips S = {S1, S2, ..., Sn}, each flexible trip Si is 
represented by an arbitrary ordered quintuple 
 

Departur
e place time Arrival 

place time Trip 
minutes 

Deadhea
d 

minutes 

Overlapp
ing 

minutes 
A 5:30 B 5:55 25 0  
B 6:00 A 6:23 23 0 3 
A 6:20 B 6:45 25 5  
C 6:50 A 7:20 30 0  
A 7:30 C 8:00 30 0 5 
C 7:55 A 8:25 30 0 2 
A 8:23 B 8:48 25 0 3 
B 8:45 A 9:08 23 0  
: : : : : : : 

 
Figure 1: Running board of bus with overlapping trips 

 
 
 Si = (mi

d, ti
d, mi

a, τi, τi
-, τi

+) (1) 
 
where 
         mi

d – the departure place, 
         ti

d   - the scheduled departure time, 
         mi

a – the arrival place, 
         τi    - the trip time, 
         τi

-   - the most likely departure time, 
         τi

+  - the latest likely departure time. 
    We will assume that τi

- ≤ ti
d ≤ τi

+. The bus models are of the discrete-time 
rather that of continuous-time variety. We will suppose that ti

d, τi
-, τi

+ є 
{1,2,…,1440}. Note that for flexible trip Si the scheduled arrival time is 
equal ti

d + τi, the likely arrival time is equal τi
- + τi and the latest likely 

arrival time is equal τi
+ + τi. 

    Let δi,i+1 the times of the idle trip from place mi
a to place mi+1

d are given. 
The running board of the bus τ with n flexible trips is sequence 
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                                     τ = S1 ≺ ... ≺ Si ≺ Si+1 ≺ ... ≺ Sn,                                          
 
where we write Si ≺ Si+1 if the bus arrives at i-th trip could start (i+1)-th trip 
 
 τi

- + τi + δi,i+1 ≤ τi+1
+. (2) 

 
The overlapping time zi (see figure 2) between trips Si and Si+1 with 
scheduled departure times ti

d and ti+1
d is defined by value  

 
 zi = max {0, ti

d + τi + δi,i+1 - ti+1
d}. (3) 

 
The problem is when in given running board τ exists trips Si with positive 
zi. It is possible to find real departure times such that running board of the 
bus is without overlapping times? 
 

 

 
Figure 2: Overlapping time zi between scheduled trips Si and Sj 

 
 
3 OPTIMISTIC OPTIMIZATION 
 
The first we will optimistic assume that it is possible find real departure 
times 
 
                                            ti : τi

- ≤ ti ≤ τi
+, t = 1,2,…,n,                       (4) 

 
that given running board τ is without overlapping times i. e. 
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                            max{0, ti, + τi + δi,i+1 – ti+1} = 0 for i=1,2,…,n-1     (5) 
 
However in practical conditions it is possible to find more solutions (4) 
conforming with constraints (3). One option is to find solution with 
minimum offsetof scheduled times and we obtain the following 
mathematical programming problem (OOP1): 
 
                                                                    n 
                                             Σ max = |ti – ti

d|   →   min 
                                                                   i=1 
                                 ti + τi + δi,i+1 – ti+1   ≤   0   i = 1,2,…,n-1 
                                            τi

- ≤ ti ≤ τi
+             i = 1,2,…,n 

 
It is easy see that if we set ti = ti

d – xi
- + xi

+ where variable xi
- ≥ 0 and xi

+ ≥ 0 
are negative, and positive ofset of the scheduled departure time than the 
OOP1 can be formuled as the following linear problem (OOP2):  
 
                                                                             n 
                                                   Σ xi

- + xi
+   →   min 

                                                                            i=1 
                                xi

+ + xi+1
- - xi

- - xi+1
+   ≤   ti+1

d – ti
d – τi – δi,i+1 

                                                       0 ≤ xi
-   ≤   ti

d – τi
- 

                                                       0 ≤ xi
+  ≤   τi

+ – ti
d 

 
Note that the problem OOP2 has always integer solution xi

-, xi
+ if exists and 

so the problem OOP1 has integer solution ti = ti
d – xi

- + xi
+. 

 
4 PESSIMISTIC OPTIMIZATION 
 
The models OOP1 or OOP2 don´t need to have a solution. Then we can 
pessimistic assume that it is possible find almost real departure times ti only 
via the mathematical programming problem (POP1): 
 
                                                                n−1 
                                           Σ max {0, ti + τi + δi,i+1 – ti+1}   →   min 
                                                                i=1 
                                                                         τi

- ≤ ti ≤ τi
+          i = 1,2,...,n 

 
If we set yi

+ - yi
- = ti + τi + δi,i+1 – ti+1 where variable yi

- ≥ 0 and yi
+ ≥ 0 are 

negative and positive ofset of the overlapping time than the POP1 can be 
formuled as the following linear problem (POP2): 
 
                                                                                           n−1 
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                                                             Σ yi
+   →   min 

                                                                                           i=1 
                                            yi

+ - yi
- - ti + ti+1   =   τi + δi,i+1   i = 1,2,...,n-1 

                                                            τi
- ≤ ti   ≤   τi

+             i = 1,2,...,n 
                                                           yi

-, yi
+   ≥   0               i = 1,2,...,n-1 

 
Note that analogical as for the problem OOP2 the problem POP2 has always 
integer solution ti, yi

-,yi
+ if exists and so the problem POP2 has integer 

solution ti. 
 
5 OPEN QUESTIONS 
 
The bus companies schedule running boards of many buses. In the system 
KASTOR [5] exists a choice for minimum fleet size if fixed maximum 
overlapping of trips is feasible provisionally. Then scheduler handle with 
trips is necessary for design realistic running boards with computed fleet 
size.  
    It is possible to use solutions solving the optimistic and the pessimistic 
models presented in this paper. Open questions are following finer optimum 
criterion for for the running boards. 
We can find a minimum of 
        ●   weighted sum of offsets for trips i.e. Σi αi xi

- + βi xi
+, 

        ●   weighted sum of overlapping trips i.e. Σi γi zi, 
        ●   longest overlapping trips i.e. maxi zi, 
        ●   longest offset of departure times i.e. maxi {xi

-, xi
+}, 

        ●   irregularity of departure offsets i.e. Σi (xi
- + xi

+)2, 
        ●   irregularity of overlapping trips i.e. Σi zi

2. 
The other questions deal with number of running boards in models. We 
hope that we can find a basic linear models – optimistic and pessimistic – 
for two busses too.  
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THE PORTFOLIO OPTIMIZATION MODELS FOR INSURANCE  
Pinda Ľudovít – Pekár Juraj  

 
Abstract: The aim of this article is derive the optimization model for 
property-liability insurance companies. We supposed the theoretical 
discussion sufficient to consider a simplified version of the model which 
includes n-th types of insurance and m-th assets alternatives. The objective 
of the model is to minimize the insurance company’s variance of return on 
equity for any particular value of its expected return on equity. With the 
paper it is shown the application in Slovak insurance area with investment 
the technical reserves. 
 
Key words: Property-liability insurance companies, variance of return, 
technical reserves, funds generating factor. 
 
 The non-life insurance companies have the specific structure of their 
portfolio. It consists of different insurance lines, risky and risk-free 
securities. We shall suppose that the insurance-company n-th different 
insurance products and m-th risky assets and risk-free assets in its portfolio. 
Our aim it will be to minimize the risk of return with respect to expected 
return of insurance-company. Let introduce the following notation 
 π        - the net income of the company during a special time period, 
 iP       - premium income in the i-th line of insurance, i = 1, ... , n,  

 ir        - the rate of underwriting return in the i-th insurance 
line as a proportion of  
 premium income, i = 1, ... , n,  
 ( )irE  - the expected rate of underwriting return in the i-th 
insurance line as  
a proportion of premium income, i = 1, ... , n,  

 jA     - the amount of capital invested by the company in j-th risky 
security mj …,1= ,  fA     - the amount of capital invested by the company 
in risk-free securities, 
 jr       - the rate of return on j-th risky asset, mj …,1= ,  
 ( )jrE  - the expected rate of return on j-th risky asset, mj …,1= ,  
 fr       - the rate of return on risk-free assets, 
 Pr       - the company’s rate of return, 

 ( )PrE  - the expected return of portfolio. 
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 The net income of the company can be expressed as follows 
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The rate of return on equity is obtained by dividing both sides of equation 
(1) by equity at the beginning of the period 0K  
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where 
0K

rP
π

= is the company’s rate of return on equity. Equation (2) can 

be rewritten as follows 

    f
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j
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  (3) 
where 
 iw  - the premium-to-surplus ratios for insurance lines i = 1, ... , n, 
 jw  - the asset-to-surplus ratios for risky assets mj …,1= , 
 fw - the asset-to-surplus ratios for risk-free assets mj …,1= . 
 
The company has two sources of investment funds: its initial equity capital 

0K and funds obtained by insurance policies. Thus, the following 
relationship must hold 
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  ( )4  
This equation is known as the balance sheet constraint because it equates 
total assets on the left-hand side of equation with the sum of liabilities, it 

means funds obtained from policyholders ⎟
⎠
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. Dividing both sides of 

equation (4) by 0K , the constrain can be rewritten as 
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Returning to equation (3), the expected value and variance can be obtained 
as 
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 The company’s optimization problem is as  

( )fji www ,,
min ( )pr2σ , 

     ( ) ( )∗= pp rErE ,   
  (8) 
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ifj www

1 1

1.  

  (9) 
      mjwwniw jfi ,,1,0,0,,,1,0 …… =≥≥=≥ ,                            

(10) 
where ( )∗PrE  is a constant. By solving the minimization problem for 
different values ( )∗PrE ,  
the efficient frontier is generated. 
 The development of invested the technical reserves the insurance 
companies in Slovakia are presented on Figure 1, 2, 3. In Table 1, there are 
given the investments the technical reserves the insurance companies on 
slovak insurance market to the time 1. 1. 2006. Into the risky assets are 
invested 0,12 % technical reserves, it means 98 123 SKK. From this we see 
that the insurance companies in Slovakia have not the interest to invested on 
risky assets and the portfolio consists mainly with risk-free securities. 
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Figure 1. Technical reserves in accordance with Public notice MF SR č. 

68/1991 Z.z. 
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Figure 2. Technical reserves in accordance with Public notice MF SR č. 

136/1996 Z.z. 
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Figure 3. Limits placed technical reserves in accordance with Public notice 

MF SR č. 39/2005 Z.z. 
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1. 1. 
2006 

% share 
from 

reserves 

a)  1 Bonds emitted by SR or NBS, member states 
EÚ or their  central banks  

38 972 
789 46,57% 

i) Term account in banks 12 140 
888 14,51% 

b) Bonds emitted by banks or foreigner banks 11 448 
181 13,68% 

j) Mortgage bonds 8 389 
370 10,02% 

a) 2 Bonds emitted by EIB, EBOR or MBOR 3 723 
646 4,45% 

d) Bond accepted on market of quoted assets 3 397 
955 4,06% 

l) Real estates 3 053 
104 3,65% 

h) Share bills of opened share funds 1 285 
783 1,54% 

c) 1 Treasury bills emitted member states 749 411 0,90% 
n) Loans for insurers 288 537 0,34% 
o) Bills guaranteed by banks 147 073 0,18% 
e) Equities accepted on quoted assets market 98 123 0,12% 

  Sum 83 
694 860  100,00% 

 
Tab. 1 Technical reserves in accordance with Public notice MF SR č. 

39/2005 Z.z. 
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Figure 2. Technical reserves in accordance with Public notice MF SR 

39/2005 Z.z. to       1.1.2007 
 
As in the simplified model, the objective is to minimize the variance of 
equation (3) subject to constraints. Among the constraints is the following 
set, analogous to expressions (8), (9), (10)  

     ( ) ( )∗= pp rErE ,   
  (11) 

     ∑ ∑
= =
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j
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iifj wgww

1 1

1 ,  

  (12) 
       mjwwniw jfi ,,1,0,0,,,1,0 …… =≥≥=≥ ,                            

(13) 
where 
 ig  - the funds generating factor for i-th insurance line. 
These factors are introduced to relax the assumption that 1 financial unit of 
premiums gives rise to 1 financial unit of investment funds. Without this 
assumption, the balance sheet identity is written as follows 

    ∑ ∑
= =

+=+
m

j

n

i
ifj KLAA

1 1
0 ,   

  (14) 
where 
 iL  - the liabilities generated by writing iP  of premiums in insurance 
line i, ni ,...,1= , 
 jA - the amount invested in the j-th risky security, mj ,...1= ,  
 fA - the amount invested in the risk-free security. 
The relationship between premiums and liabilities is  
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    iii gPL ⋅= ,  ni ,...,1= .   
  (15) 

where ig is the ratio of liabilities to premiums for this line of insurance. The 
assets backing these liabilities constitute the investment funds obtained by 
writing this type of insurance. Substituting ii gP ⋅  for iL  in (14) and 
dividing both sides of the equation by 0K  yields the revised balance sheet 
constraint (12). 
 The condition (14) express the matching of assets and liabilities the 
insurance companies. The company’s assets be chosen as far possible in 
such a way as to make the assets and liabilities equally responsive to the 
influences which affect them both. In 1952 F. M. Redington presented 
a theory of immunization, under which the investor is protected against 
small changes in the rate of interest. Redington’s theory covers only small 
changes. There is however, another theory of immunization – full 
immunization, under which the investor makes a profit on any immediate 
changes whatever in the rate of interest.  
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SOLVING MULTI-CRITERIA PROBLEMS WITH FEEDBACK 

AND FUZZY IMPUTS 
 

Jaroslav Ramík, Faculty of Economics, VŠB – TU Ostrava 
 
1. Introduction.  
In this paper we propose a fuzzy extension of the analytic network process 
(ANP), particularly an analytical hierarchical process (AHP) with feedback 
between criteria that uses uncertain human preferences as input information 
in the decision-making process. Instead of the classical Eigenvector 
prioritization method, employed in the prioritization stage of the ANP, a 
new fuzzy preference method, based on logarithmic least squares method is 
applied. The resulting fuzzy ANP enhances the potential of the ANP for 
dealing with imprecise and uncertain human comparison judgments. It 
allows for multiple representations of uncertain human preferences, as crisp, 
interval, and fuzzy judgments and can find a solution from incomplete sets 
of pair-wise comparisons. 
When applying classical AHP in decision making, e.g. when you want to 
buy a best product for your personal use, say a car or digital camera, one 
usually meets two difficulties:  

• when evaluating pair-wise comparisons on the nine point 
scale we do not incorporate uncertainty, 
• decision criteria are not independent as it is normally 
required. 

We solve these difficulties by proposing a new method which incorporates 
uncertainty adopting pair-wise comparisons by triangular fuzzy numbers, 
and takes into account interdependences between decision criteria. 
The first difficulty is solved by the help of fuzzy evaluations: instead of 
saying e.g. “with respect to criterion C, element A is 3 times more 
preferable to element B” we say “element A is possibly 3 times more 
preferable to element B”, where “possibly 3” is expressed by a (triangular) 
fuzzy number, similarly to the fuzzy number depicted in FIGURE 2. In some 
real decision situations, interdependency of the decision criteria occur quite 
frequently, e.g. in the problem of choosing the best product the criterion 
“price of the product” is naturally influenced by other technical or esthetical 
criteria considered. Here, the influence is modeled by a feedback matrix the 
columns of which express the grades of influence of the individual criteria 
on the other criteria. 
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The interface between hierarchies, multiple objectives and fuzzy sets have 
been investigated by the author of AHP T.L. Saaty as early as in 1978 in [8]. 
Later on, Van Laarhoven and V. Pedrycz extended AHP to fuzzy pair-wise 
comparisons, see [11]. In his books [9] and [10], T.L. Saaty extends the 
AHP to a more general process with feedback called Analytic Network 
Process (ANP). In 2003, L. Mikhailov and M.G. Singh proposed a new 
method based on ANP and fuzzy data. Their approach is, however, 
essentially different to the approach used in this paper. Recently, 
Büyüközkan et al. see [2], and Mohanty et al., see [5] proposed another 
versions of fuzzy ANP and applied their methods in practice. Here, we 
propose a new and relatively simple method based on the original 
approaches from [1], [3] and [11], we extend it to the case of feedbacks 
between the decision criteria. We supply an illustrating example to 
demonstrate properties of the proposed method. 

2. Multi-criteria decisions and AHP/ANP 
In Analytic Hierarchy Process (AHP) we consider a three-level hierarchical 
decision system: On the first level we consider a decision goal G, on the 
second level, we have n independent evaluation criteria:  C1, C2,...,Cn, such 

that ( ) 1=∑
=

n

i
iCw

1

, where w(Ci) > 0, i = 1,2,...,n,  w(Ci) is a positive real 

number – weight, usually interpreted as a relative importance of criterion Ci 
subject to the goal G.  On the third level we have m variants (alternatives) of 
the decision outcomes V1, V2,...,Vm are considered such that 

again ( ) 1,
1

=∑
=

m

r
ir CVw , where w(Vr,Ci) is a non-negative real number - an 

evaluation (weight) of Vr subject to the criterion Ci, i = 1,2,...,n. This system 
is characterized by the supermatrix ( see [10]) 
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⎥
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a nonnegative matrix where W21 is the n×1 matrix (weighing vector 

of the criteria), i.e. 
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and W32 is the m×n matrix 

⎥
⎥
⎥
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⎢
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⎢

⎣

⎡
=

),(),(

),(),(

1

111

32

mnm

n

VCwVCw

VCwVCw
W . 

The columns of this matrix are evaluations of variants by the criteria, I is the 
unit matrix. Moreover, W is a column-stochastic matrix, i.e. the sums of 
columns are equal to one. Then the limit matrix W∞ = k

k
W

+∞→
lim  (see [4]) 

exists and is given as follows 

W∞ =
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡

IWWW
000
000

322132

.       (1) 

Here Z = W32W21 is the m×1 matrix, i.e. the resulting priority vector of 
weights of the variants. The variants can be ordered according to these 
priorities. 

In real decision systems with three levels there exist typical 
interdependences among individual elements of the decision hierarchy e.g. 
criteria or variants. Decision systems with dependences have been 
extensively investigated by Analytic Network Process (ANP), (see [9], 
[10]). Consider now the dependences among the criteria, as is depicted in 
FIGURE 1. 

   

 

              

  

           

  

   FIGURE 1. Hierarchical system with feedback 
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where the interdependences of the criteria are characterized by n×n matrix 
W22  

⎥
⎥
⎥

⎦

⎤

⎢
⎢
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⎡
=

),(),(

),(),(

1

111
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nnn

n

CCwCCw

CCwCCw
W . 

In general, matrix (2) is not column-stochastic, such that the sum of the 
elements in each column is equal to one, hence the limiting matrix does not 
exist. Stochasticity of this matrix can be saved by additional normalization 

of the columns of the sub-matrix, to obtain a new sub-matrix ⎥
⎦

⎤
⎢
⎣

⎡
*
32

*
22

W
W

. Then 

there exists a limiting matrix W∞ such that 

  W∞ =
( ) ( ) ⎥

⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡

−− −− IWIWWWIW
000
000

1
223221

1
2232

.   

 (3) 

Hence the vector 

 ( ) 21
1

2232 WWIWZ −−=       
 (4)  

is used for ranking the variants i.e. for the decision making process.  

As the matrix W22 is close to the zero matrix and the dependences among 
criteria are usually weak, it can be approximately substituted by the first 
several terms of Taylor’s expansion 

 ( ) 2
2222

1
22 WWIWI ++=− − + ...     

 (5) 

Then by substituting the first four terms from (5) to (4) we get 

 21
3
22

2
222232 )( WWWWIWZ +++= .     

 (6) 
In the next section, formula (6) will be used for computing fuzzy 
evaluations of the variants. 
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3. Fuzzy numbers and fuzzy matrices 
When applying AHP in decision making, we usually meet difficulties in 
evaluating pair-wise comparisons on the 5 (or 9) point scale. In practice it is 
sometimes more convenient for the decision maker to express his/her 
evaluation in “words of natural language”, by saying e.g. “possibly 3”, 
“approximately 4” or “about 5”. Similarly, he/she could use the evaluations 
as “A is possibly weak preferable to B”, etc. It is advantageous to express 
these evaluations by fuzzy sets of the real numbers, particularly, triangular 
fuzzy numbers, see FIGURE 2.  

 
A triangular fuzzy number a is defined by a triple of real numbers, i.e.  a = 
(aL; aM; aU), where aL is the Lower number, aM is the Middle number and aU 
is the Upper number,       aL ≤ aM ≤ aU . If aL = aM = aU, then a is said to be 
the crisp number (non-fuzzy number). Evidently, the set of all crisp numbers 
is isomorphic to the set of real numbers. In order to distinguish fuzzy and 
non-fuzzy numbers we shall denote the fuzzy numbers, vectors and matrices 
by the tilde above the symbol, e.g. );;(~ UML aaaa = . 
It is well known that the arithmetic operations +,-, * and / can be extended 
to fuzzy numbers by the Extension principle, see e.g. [2], in case of 
triangular fuzzy numbers );;(~ UML aaaa =  and );;(~ UML bbbb = , aL > 0, bL 
> 0, we obtain special formulae 
 );;(~~~ UUMMLL babababa +++=+ , 
 );;(~~~ UUMMLL babababa −−−=− , 

aL aM aU

1

0

     FIGURE 2. A triangular fuzzy number 

);;(~ UML aaaa =
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 )*;*;*(~*~~ UUMMLL babababa = , 
 )/;/;/(~/~~ LUMMUL babababa = . 
If all elements of an m×n matrix A are triangular fuzzy numbers we call A 
the triangular fuzzy matrix and this matrix is composed of triples as follows 
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Particularly, if A~ is a triangular fuzzy matrix which is also pair-wise 
comparison one, we say that it is reciprocal, if );;(~ U
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 (7) 
where M

ij
M
ij

L
ij aaa ≤≤≤1 , i,j = 1,2,...,n. Without loss of generality we 

assume that M
ik

M
ij aa ≤≤1 whenever i ≤ j ≤ k. 

4. Algorithm 
The proposed decision support method of finding the best variant (or 
ranking all the variants) can be formulated by an algorithm in the following 
three steps:  

1. Calculate the triangular fuzzy weights from the fuzzy pair-wise 
comparison matrix or from fuzzy triangular fuzzy values. 
2. Calculate the aggregating triangular fuzzy evaluations of the 
variants. 
3. Find the “best” variant (eventually, rank the variants) defined as 
triangular fuzzy numbers. 

Below we explain in details the individual steps of this algorithm. 
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Step 1: Calculate the triangular fuzzy weights from the fuzzy 
pair-wise comparison matrix or from fuzzy triangular fuzzy 
values. 

From now on we assume that the input data are uncertain and they are given 
by triangular fuzzy values. We distinguish two situations:  
(A) as triangular fuzzy pair-wise comparison matrix, or  
(B) as triangular fuzzy values. 
Our purpose is to calculate the triangular fuzzy numbers – in this context we 
call them fuzzy weights as evaluations of the relative importance of the 
criteria, and/or evaluations of the feedback of the criteria and/or evaluations 
of the variants according to the individual criteria.  
 
(A) Given a fuzzy pair-wise comparison matrix A~  defined by (7). We 
assume that there exists a fuzzy vectors of triangular fuzzy weights 
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comparison matrix (7) is an estimation of the fuzzy matrix 
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Here, e.g. r = n or r = m. We shall find the fuzzy weights rwww ~,...,~,~
21 by 

minimizing the fuzzy functional 
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In (8), minimization of H~  is understood in the sense of solving the 
optimization problem 
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subject to 



246      Multiple Criteria Decision Making XIV 

 0≥≥≥ L
i

M
i

U
i www , i = 1,2,...,r.     

 (10) 
 
It can be shown, see [3], that there exists a unique explicit solution of 
problem (9), (10) as follows 
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 (11) 
In [3], the method of calculating triangular fuzzy weights by (11) from the 
triangular fuzzy pair-wise comparison matrix (7) is called the logarithmic 
least squares method. This method can be applied both for calculating the 
triangular fuzzy weights of the criteria and for eliciting relative triangular 
fuzzy values of the criteria for the individual variants. Moreover, it can be 
used also for calculating feedback impacts of criteria on the other criteria. 
 
(B) Now we assume that the evaluations of the importance of the criteria or 
evaluations of variants according to some criteria are uncertain, particularly 
expressed by triangular fuzzy numbers. Let rvvv ~,...,~,~
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L
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1,2,...,r, be set of triangular fuzzy numbers, e.g. fuzzy evaluations of 
variants according to some criterion. We assume that U

i
M
i

L
i vvv ≤≤<0 . For 

the purpose of aggregation of partial evaluations we “normalize” the values 
to obtain triangular fuzzy weights. We calculate the normalized fuzzy values 
as follows 
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and ∑=
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M
jvS . 
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Step 2: Calculate the aggregating triangular fuzzy evaluations of the 
variants. 
Having calculated triangular fuzzy weights and evaluations as it was 
mentioned above, we calculate the synthesis: the aggregated triangular 
fuzzy evaluation of the individual variants. For this purpose we use the 
formula (4), eventually, the approximate formula (6), applied to triangular 
fuzzy matrices, i.e. matrices with the elements being triangular fuzzy 
numbers given by triples of positive numbers 
 ( ) 21

1
2232

~~~~~ WWIWZ
−

−= ,      
 (4*) 
 21

3
22

2
222232

~)~~~~~~(~~ WWWWIWZ +++= .    
 (6*) 
Here, for addition, subtraction and multiplication of triangular fuzzy 
numbers we use the fuzzy operations defined earlier. 
 
Step 3: Find the “best” variant, order the variants. 
 
In Step 2 we have found the variants described as triangular fuzzy numbers, 
i.e. by (6*) we calculated the triangular fuzzy vector 
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m

M
m

L
m

UMLT
n zzzzzzzzZ );;(),...,;;(~,...,~~

11111 == .  
The simplest method for ordering a set of triangular fuzzy numbers is the 
center of gravity method. This method is based on computing the x-th 
coordinates g

ix  of the center of gravity of every triangle given by the 
corresponding membership functions iz~ , i = 1,2,...,n. Evidently, it holds 
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i
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 (13) 
By (12) the variants can be ordered from the best (with the biggest value of 
(12)) to the worst (with the lowest value of (13)). There exist more 
sophisticated methods for ranking fuzzy numbers, see e.g. [7], for a 
comprehensive review of comparison methods see [3]. 

5. Example 
In this section we analyze an illustrating example of decision making 
situation with 3 decision criteria and 4 variants. The goal of this realistic 
decision situation is to choose the “best” product from 4 pre-selected ones 
according to 3 criteria: economical, technical and esthetical.  
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First, we apply the algorithm based on ANP described in the previous 
section for solving the decision making problem. The evaluation of the 
weights of criteria, the variants according to criteria as well as the feedback 
between the criteria is based on the data from fuzzy pair-wise comparison 
matrices. Here, instead of classical Saaty´s nine-point scale we use 
triangular fuzzy numbers to evaluate preferences between alternatives. In 
the data given below we use only symmetric triangular fuzzy numbers, this 
is, however, not necessary, the valuations could be also non-symmetric.  
Second, we solve the same problem applying classical AHP, i.e. we use 
non-fuzzy evaluations in the pair-wise comparisons without the feedback. In 
this we apply the same approach, a particular case of the previous more 
general situation when taking crisp evaluations, i.e. aL = aM = aU and   
Step 1: Evaluate the pair-wise comparison matrices and calculate the 
corresponding weights 
 
The data for relative importance of the criteria are given by the following 
pair-wise comparison matrix C 

L M U L M U L M U
C = 1,000 1,000 1,000 2,000 3,000 4,000 4,000 5,000 6,000 - criterion 1: C1

0,250 0,333 0,500 1,000 1,000 1,000 3,000 4,000 5,000 - criterion 2: C2
0,167 0,200 0,250 0,200 0,250 0,333 1,000 1,000 1,000 - criterion 3: C3
 - criterion 1: C1  - criterion 2: C2  - criterion 3: C3  

By (11) we calculate the corresponding triangular fuzzy weights, i.e. the 
relative fuzzy importance of the individual criteria 

L M U
W21= 0,508 0,627 0,733  - criterion 1: Ceconomical criterion  - v(C1)

0,231 0,280 0,345  - criterion 2: Ctechnical criterion  - v(C2)
0,082 0,094 0,111  - criterion 3: Cesthetical criterion - v(C3)

 
The data for fuzzy evaluations of the variants according to the individual 
criteria are given by the following 3 pair-wise comparison matrices A1, A2, 
A3 

L M U L M U L M U L M U
A1 = 1,000 1,000 1,000 2,000 3,000 4,000 4,000 5,000 6,000 6,000 7,000 8,000 - variant 1: V1

0,250 0,333 0,500 1,000 1,000 1,000 3,000 4,000 5,000 5,000 6,000 7,000 - variant 2: V2
0,167 0,200 0,250 0,200 0,250 0,333 1,000 1,000 1,000 4,000 5,000 6,000 - variant 3: V3
0,125 0,143 0,167 0,143 0,167 0,200 0,167 0,200 0,250 1,000 1,000 1,000 - variant 4: V4
 - variant 1: V1  - variant 2: V2  - variant 3: V3  - variant 4: V4  

 
L M U L M U L M U L M U

A2 = 1,000 1,000 1,000 1,000 2,000 3,000 2,000 3,000 4,000 3,000 4,000 5,000 - variant 3: V3
0,333 0,500 1,000 1,000 1,000 1,000 1,000 2,000 3,000 2,000 3,000 4,000 - variant 2: V2
0,250 0,333 0,500 0,333 0,500 1,000 1,000 1,000 1,000 1,000 2,000 3,000 - variant 1: V1
0,200 0,250 0,333 0,250 0,333 0,500 0,333 0,500 1,000 1,000 1,000 1,000 - variant 4: V4
 - variant 3: V3  - variant 2: V2  - variant 1: V1  - variant 4: V4  
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L M U L M U L M U L M U

A3 = 1,000 1,000 1,000 3,000 4,000 5,000 6,000 7,000 8,000 7,000 8,000 9,000 - variant 2: V2
0,200 0,250 0,333 1,000 1,000 1,000 4,000 5,000 6,000 6,000 7,000 8,000 - variant 3: V3
0,125 0,143 0,167 0,167 0,200 0,250 1,000 1,000 1,000 5,000 6,000 7,000 - variant 1: V1
0,111 0,125 0,143 0,125 0,143 0,167 0,143 0,167 0,200 1,000 1,000 1,000 - variant 4: V4
 - variant 2: V2  - variant 3: V3  - variant 1: V1  - variant 4: V4  

The corresponding fuzzy matrix W32 of fuzzy weights – evaluations of 
variants according to the individual criteria is calculated by (11) as 

L M U L M U L M U
W32 = 0,450 0,547 0,636 0,113 0,160 0,233 0,088 0,100 0,114  - variant 1: V1

0,238 0,287 0,349 0,191 0,278 0,393 0,518 0,598 0,674  - variant 2: V2
0,103 0,121 0,144 0,330 0,467 0,587 0,229 0,266 0,309  - variant 3: V3
0,040 0,045 0,052 0,076 0,095 0,135 0,033 0,036 0,041 - variant 4: V4
 - criterion 1: C1  - criterion 2: C2  - criterion 3: C3  

The data for evaluations of fuzzy feedbacks between the criteria are given 
again by the following 3 pair-wise comparison matrices B1, B2, B3 

L M U L M U
B1 = 1,000 1,000 1,000 2,000 3,000 4,000 - criterion 2: C2

0,250 0,333 0,500 1,000 1,000 1,000 - criterion 3: C3
 - criterion 2: C2  - criterion 3: C3  

L M U L M U
B2 = 1,000 1,000 1,000 1,000 2,000 3,000 - criterion 1: C1

0,333 0,500 1,000 1,000 1,000 1,000 - criterion 3: C3
 - criterion 1: C1  - criterion 3: C3  

 
L M U L M U

B3 = 1,000 1,000 1,000 3,000 4,000 5,000 - criterion 1: C1
0,200 0,250 0,333 1,000 1,000 1,000 - criterion 2: C2

 - criterion 1: C1  - criterion 2: C2  
 
By using (11) we obtain again the corresponding fuzzy weights and arrange 
these weights into the fuzzy feedback matrix W22. There are zeros in the 
main diagonal as we do not expect an impact of the criterion on itself. 

L M U L M U L M U
W22 = 0,000 0,000 0,000 0,471 0,667 0,816 0,693 0,800 0,894  - criterion 1: C1

0,612 0,750 0,866 0,000 0,000 0,000 0,179 0,200 0,231  - criterion 2: C2
0,217 0,250 0,306 0,272 0,333 0,471 0,000 0,000 0,000 - criterion 3: C3

 - criterion 1: C1  - criterion 2: C2  - criterion 3: C3  
Within the decision model we should also consider a relationship (i.e. 
importance) between the influence of the criteria on the variants, and, on the 
other hand, the impact of the criteria on themselves. In our decision model, 
this relationship has the form of “weights” w1, w2, i.e. two non-negative 
numbers summing up to one resulting again from pair-wise comparison 
matrix D 
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D  = 1,000 0,300  - variants
3,333 1,000 - feedback

 - variants  - feedback  
Hence, we obtain the corresponding weights w1, w2: 
 
w1 = 0,231  - variants
w2 = 0,769  - feedback  
Now, we multiply each element of matrix W32 by w1 and by the same way 
each element of matrix W22 by w2. Consequently, we obtain new matrices 
W32* and W22* and put them into the supermatrix W. Evidently, we 
obtain the stochastic matrices 

L M U L M U L M U
W32* = 0,104 0,126 0,147 0,026 0,037 0,054 0,020 0,023 0,026  - variant 1: V1

0,055 0,066 0,081 0,044 0,064 0,091 0,120 0,138 0,155  - variant 2: V2
0,024 0,028 0,033 0,076 0,108 0,135 0,053 0,061 0,071  - variant 3: V3
0,009 0,010 0,012 0,017 0,022 0,031 0,008 0,008 0,009 - variant 4: V4

 - criterion 1: C1  - criterion 2: C2  - criterion 3: C3  
L M U L M U L M U

W22* = 0,000 0,000 0,000 0,363 0,513 0,628 0,533 0,615 0,688  - criterion 1: C1
0,471 0,577 0,666 0,000 0,000 0,000 0,138 0,154 0,178  - criterion 2: C2
0,167 0,192 0,236 0,209 0,256 0,363 0,000 0,000 0,000 - criterion 3: C3

 - criterion 1: C1  - criterion 2: C2  - criterion 3: C3  
Step 2: Calculate the aggregating triangular fuzzy evaluations of the 
variants. 
By computing triangular fuzzy weights and evaluations as it was mentioned 
earlier, we calculate the synthesis: the aggregated triangular fuzzy 
evaluation of the individual variants. For this purpose we use the 
approximate formula (6), applied for triangular fuzzy matrices, i.e. matrices 
with the elements being triangular fuzzy numbers – triples of positive 
numbers 
 21

3
22

2
222232

~)~~~~~~(~~ WWWWIWZ +++= .    
 (6*) 
Here, for addition, subtraction and multiplication of triangular fuzzy 
numbers in (6*) we use the fuzzy arithmetic operations defined earlier. 
In our case we obtain the aggregating triangular fuzzy evaluations of the 
variants 

 

L M U
Z = 0,174 0,327 0,584 - V1

0,178 0,341 0,651 - V2
0,134 0,271 0,504 - V3
0,033 0,061 0,119 - V4      

 (13) 
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In the last step we have to rank the evaluations of the above fuzzy variants 
resulting in the best decision – finding the “best” variant by using a proper 
way of ordering the triangular fuzzy numbers.  
 
Step 3: Find the “best” variant, rank the variants. 
In Step 2 we have found the variants described as triangular fuzzy numbers, 
i.e. by (6*) we calculated the triangular fuzzy vector 

( ) ( )TUMLUMLT zzzzzzzzZ );;(),...,;;(~,...,~~
44411141 == given in (13). Here we use 

the simplest method for ordering a set of triangular fuzzy numbers - the 
center of gravity method computing the x-th coordinates g

ix  of the center of 
gravity of every triangle given by the corresponding membership functions 

iz~ , i = 1,2,3,4 by the formula .
3

U
i

M
i

L
ig

i
zzzx ++

=  Particularly, we get 

 

xgi variant rank
0,362 V1  = 2
0,390 V2  = 1
0,303 V3  = 3
0,071 V4  = 4  

 
By (12) the variants can be ordered from the best (with the biggest value of 
xgi) to the worst (with the lowest value of xgi). The situation is graphically 
depicted in FIGURE 3.  

Total fuzzy evaluation of variants
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  FIGURE 3. Total fuzzy evaluation of variants 
 
Now, we solve the same problem applying classical AHP with non-fuzzy 
evaluations in the pair-wise comparisons and the zero feedback. We apply a 
particular case of the previous more general situation considering crisp 
evaluations, i.e. aL = aM = aU and W22 = 0.  
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Hence, we get 
W21 = 0,627  - C1

0,280  - C2
0,094  - C3  

 
By (1) we obtain the aggregating crisp evaluations of the variants: 

Rank
Z = 0,397 - V1 1

0,314 - V2 2
0,231 - V3 3
0,058 - V4 4   

The situation is graphically depicted in FIGURE 4. 

6. Conclusion 
Considering feedback dependences between the criteria the total rank of the 
variants can be changed as we have demonstrated in the above example. 
Fuzzy (soft) evaluation of pair-wise comparisons may be more comfortable 
and appropriate for DM. Occurrence of dependences among criteria is 
realistic (and also frequent). Presence of fuzziness in evaluations may 
change the final rank of variants, too. 

  
   FIGURE 4. Total evaluation of variants – classical AHP 
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SUPPLY CHAIN MODELING VIA ROBUST OPTIMIZATION 
 

Marian Reiff 
 
Abstract 
In this paper, methods and ideas for r designing a supply chain network are 
provided. In case of the designing supply chain network, also decisions 
about production facilities, like allocation, material consumption, 
production etc. are modeled. The contribution of this paper includes the 
development of a methodology for supporting the decision process on a 
strategic level in an uncertain environment when designing the supply chain 
network. It also encompasses decision situations with not accurate or wrong 
data. The paper is dedicated to mathematical possibilities of modeling 
supply chain design via discrete mixed integer tasks.  
 
Keywords 
Supply chain, optimization, uncertainty 
 
Uncertainty (risk) is general expression used in economic scientific 
disciplines (like finance insurance), natural sciences and technical sciences 
for depiction future states, conditions, for description of physical measures 
or simply for description of unknown. From the rank of literature that deals 
with uncertainty it is possible to mention the work of (Knight, 1921), that 
firstly deals with relationship of expression uncertainty, probability and risk. 
From mathematical programming point of view the expression risk presents 
uncertainty, witch probability distribution is possible to compute or 
estimate. Uncertainty or risk can be mathematically describe with various 
theories like probability theory (Laplace, 1812) or fuzzy logic (Zadeh, 1973)  
 
General formulation of uncertainty in supply chain is defined by 
(Zimmermann, 2000) as lack of information, incompleteness information, 
conflict proofs, amphibolous or mistakes in measures.  
 
Cause of uncertainty in supply chain can be assign according to (Davis, 
1993) (Vidal a Goetschalckx, 2001) to four main sources:  
  

• Uncertainty resulted from side of suppliers, it occurs for 
example in precisely scheduled operations, this evidence can be 
described by average lateness. 
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• Production uncertainty spring up in production process for 
example machine damage. 

• Uncertainty in customer demand caused by mistakes in its 
estimation, no regular orders, etc. 

• Issue of regional economic alliances like European union  
supported globalization trends in supply chain and by that caused 
new factors of uncertainty like exchange rate or reliability of 
distribution channels etc. (Vidal a Goetschalckx, 2001). 

 
Majority of uncertainty factors influenced supply chain operations can be 
classify as short time fluctuation or longtime trends.  
 
Short time fluctuation are implicitly accompanied in mathematical models 
via use of mean value from sufficiently long time period or with the use of 
method risk pooling - data aggregation ((Nahmias, 1997).  
 
On the other side long time trends require different approach. For example 
use of stochastic or robust models. The target of robust optimization is to 
find solution that would be good in different situation of realization of 
random parameters.  The definition of good solution is different from model 
to model and the choice of appropriate criteria of good solution is part of 
modeling process. For example (Bai, Carpenter a Mulvey, 1997) introduce 
the goal of robust optimization as finding such solution that would be close 
to optimal solution and would be not too sensitive to changes in realization 
of uncertain in input parameters. (Mulvey, Vanderbei a Zenios, 1995) 
describe robust optimization as process of finding such solution that value 
of purpose function would be close enough to every optimal solution of all 
possible scenarios of realization of uncertain input data. The final solution 
doesn’t have to be optimal to any realization of uncertain data. 
 
Robust optimization models for designing the supply chain according 
(Butler, Ammons a Sokol, 2004), is possible to classify considering the 
“criteria of good solution” subsequently: models minimizing maximal 
divergence (regret models) and models minimizing variability. For example 
minmax models are (Kouvelis a Yu, 1997), (Gutierrez, Kouvelis 
a A.Kurawarwala, 1996) and variability models are (Bai, Carpenter 
a Mulvey, 1997), (Ahmed a Sahinidis, 1998), (Mulvey, Vanderbei a Zenios, 
1995). 
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In rest of paper computed results are demonstrated to illustrate the 
difference between optimal solutions of deterministic models of supply 
chain design, and “good solution of robust variability model and robust 
minmax model.  
Solution of these models is illustrated in fictive case study. The goal of 
study is to design distribution network of fourteen different goods from tree 
production facilities to twenty five customer locations. Future demand of 
customers is describe by ten scenarios. 
 
In case that future demand of customer is know for sure, the decision about 
supply chain design is possible to make by deterministic model. Optimal 
solution for scenario 1, 2, 3 … 10 is in table 1: 
 
 

Scenario Optimal solution 
S1 1 135 156,74
S2 1 092 290,86
S3 1 214 937,46
S4 1 031 639,65
S5 921 318,44
S6 816 888,54
S7 708 432,41
S8 597 837,15
S9 486 763,08
S10 261 010,73

 
Table 1 
 
For example in case of realization of demand by scenario 9 the optimal 
solution would be 486 763,08.  
In case of doing decision about supply chain design in uncertain 
environment according to solution of deterministic model with input data 
from scenario 9 the expect value of solution (with condition that every 
scenario has equal probability of realization) would be in that case 
837 361,73.  
 
In table 2 are demonstrated results for every scenario. In these cases the 
physical supply chain structure is forced for each scenario 1, 2, ...,10 . The 
binary decision variables (decision variables about physical structure of 
supply chain) are exogenous. 
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Scenario S1 S2 S3 S4 S5 
S1 1 135 156,74 1 135 509,67 1 135 156,74 1 135 156,74 1 135 156,74 
S2 1 092 398,78 1 092 290,86 1 092 398,78 1 092 398,78 1 092 398,78 
S3 1 214 937,46 1 215 965,18 1 214 937,46 1 214 937,46 1 214 937,46 
S4 1 031 639,65 1 033 561,95 1 031 639,65 1 031 639,65 1 031 639,65 
S5 921 318,44 923 674,47 921 318,44 921 318,44 921 318,44 
S6 816 888,54 819 694,66 816 888,54 816 888,54 816 888,54 
S7 708 432,41 711 698,77 708 432,41 708 432,41 708 432,41 
S8 600 756,80 604 487,83 600 756,80 600 756,80 600 756,80 
S9 494 148,96 498 313,72 494 148,96 494 148,96 494 148,96 V

al
ue

 o
f p

ur
po

se
 fu

nc
tio

n 

S10 280 730,58 285 805,67 280 730,58 280 730,58 280 730,58 

Expected value 829 640,84 832 100,28 829 640,84 829 640,84 829 640,84 

 

Scenario S6 S7 S8 S9 S10 
S1 1 135 156,74 1 135 156,74 1 135 156,74 1 153 735,49 1 201 989,66 
S2 1 092 398,78 1 092 398,78 1 092 398,78 1 120 691,60 1 152 496,72 
S3 1 214 937,46 1 214 937,46 1 214 937,46 1 237 443,72 1 272 756,86 
S4 1 031 639,65 1 031 639,65 1 031 639,65 1 047 212,75 1 084 954,92 
S5 921 318,44 921 318,44 921 318,44 932 289,61 959 275,01 
S6 816 888,54 816 888,54 816 888,54 823 329,59 844 584,31 
S7 708 432,41 708 432,41 708 432,41 710 194,72 726 454,65 
S8 600 756,80 600 756,80 600 756,80 597 837,15 609 278,39 
S9 494 148,96 494 148,96 494 148,96 486 763,08 493 319,19 V

al
ue

 o
f p

ur
po

se
 fu

nc
tio

n 

S10 280 730,58 280 730,58 280 730,58 264 119,56 261 010,73 

Expected value 829 640,84 829 640,84 829 640,84 837 361,73 860 612,04 

Table 2  

 

In table 3 (variance model) and table 4 results (mimax model) of robust 
supply chain design are demonstrated. In third row is calculated difference 
between good solution and optimal solution. It fourth row this difference is 
calculated in proportional. 
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Scenario 
Value of 
purpose 
function 

Absolute 
variance 

Relative 
variance 

S1 1 137 572,45 2 415,71 0,00212808
S2 1 094 134,46 1 843,60 0,00168783
S3 1 218 283,54 3 346,08 0,00275412
S4 1 034 707,37 3 067,72 0,00297364
S5 923 427,77 2 109,33 0,00228947
S6 818 004,15 1 115,61 0,00136568
S7 708 509,68 77,27 0,00010907
S8 599 809,83 1 972,68 0,00329969
S9 492 243,60 5 480,52 0,01125911
S10 276 793,16 15 782,43 0,06046659

Expected 
value 830 348,60 3 721,09 0,00883333

Table 3 

Scenario 
Value of 
purpose 
function 

Absolute 
variance 

Relative 
variance 

S1 1 157 037,98 21 881,24 0,019276
S2 1 120 691,60 28 400,74 0,026001
S3 1 246 470,91 31 533,45 0,025955
S4 1 048 889,19 17 249,54 0,016721
S5 938 389,92 17 071,48 0,018529
S6 828 566,04 11 677,50 0,014295
S7 722 654,55 14 222,14 0,020076
S8 606 754,98 8 917,83 0,014917
S9 490 758,98 3 995,90 0,008209
S10 264 119,56 3 108,83 0,011911

Expected 
value 842 433,37 15 805,87 0,017589

 

 The computational demandingness is illustrated in table 5 These models 
were computed with solver Ceplex on the computer with processor 1,60 
GHz a RAM 248 MB.  
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Model 
type 

Deterministic 
model Robust model Minimax 

model 
CPU [s] 0,578  65,453 6 813,421 

 

Table 5 

On the basis of the comparison of the results of expected value of overall 
costs of the robust model and the robust model that minimizes maximal 
deviation, we can contend, that using of the robust model doesn’t increase 
significantly the value of overall costs and simultaneously doesn’t requires 
additional managerial attention when designing the supply chain network. 
The usage of the robust model that minimizes maximal deviation seams to 
be too conservative. That’s because the value of the total costs is 
significantly higher in comparison with other results. Thus the time 
demandingness of the solution process is higher for minimax tasks than for 
minisum tasks. 
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Abstract 
Traditional modeling in applied econometrics has relied mainly on regression-like models 
where the behavior of positive and negative shocks on the relevant variables has been 
treated alike. However, this is rather unlikely in many empirical situations, in part because 
the behavior of economic agents differs when the innovations take different signs. This 
seems to be the case of volatility in the stock markets. Similarities occur in many other eco-
nomic and financial contexts, which suggest that the behavior of these variables may incor-
porate many types of nonlinearities. One such type of nonlinearity that can be encountered 
in applied work is captured by the threshold autoregressive mechanism. This is a particular 
case of a Switching Regime Model that is generally nonlinear but linear within regimes. 
The purpose of this chapter is to provide an overview of some relevant aspects of the 
threshold mechanism applied to dynamic models (volatility) and ECM models in the con-
text of nonstationarity of the instruments. The processes will be illustrated by real empirical 
data taken from the Portuguese and US stock markets. 

1. Introduction 

It has been widely recognized by economists that economic relationships are typi-
cally nonlinear. This is so that, for example, Granger and Teräsvirta (1993), inter 
alia, have dedicated a whole book to the subject of modeling nonlinear economic 
relationships. Nonlinear relationships are present in many aspects of the economic 
activity, and particularly so in the context of financial markets. Examples of this 
include the attitude of investors towards the risk and the process of generating fi-
nancial variables such as stock returns, dividends, interest rates, and so on. On the 
other hand, the performance of an economy also presents strong signs of nonlinear 
behavior: e.g. business cycles, production functions, growth rates, unemployment, 
etc. Although the shape of nonlinearity in these relationships may be rather com-
plex, there are cases where one may admit some sort of linear relationship between 
the relevant variables within certain regimes. This is the case when one aims to 
study the co-movements of stock returns volatility and some relevant macroeco-
nomic factors. One obvious question that we may pose in this context is whether 
the magnitude of positive and negative responses differs for similar positive and 
negative variations in the predictors, in which case we can say that the underlying 
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variables display asymmetric adjustment. Markets characterized by higher elastic-
ity of supply are likely to show less asymmetry than their counterparts due to in-
creased security of supply. Models of financial markets have incorporated asym-
metry using GARCH-type methodologies. An alternative way to deal with these 
cases is to use threshold autoregressive (TAR) and momentum threshold autore-
gressive (M-TAR) models to address the problem of multivariate asymmetry. 
These methodologies are essential when the asymmetric variables are non-
stationary (but not only), because of the low power of unit root and cointegration 
tests in such cases. In a non-stationary framework, asymmetric cointegration tests 
were developed by Enders and Siklos (2001) using a modified error correction 
model derived from the original EG testing procedure. We apply this methodology 
to the Portuguese and U.S. stock markets using monthly observations from January 
1993 to December 2003. 

2. Volatility of Stock Market Returns 

There are many different ways for measuring the volatility associated with stock 
market returns. However, since the volatility itself is not directly observed, one 
needs to find a suitable estimator to measure the risk resultant from changes in 
stock returns. Stock returns are usually measured by 

  ( )1lnt t tr P P−= , , 1, ,t t T∀ = ,    (1) 

where Pt is the value of the underlying stock index at time t. The series should only 
reflect the risk of changes in market returns, so one may filter rt by subtracting 
from it the series tr′  generated by a non-risky asset. In our case, we considered as 

tr′  the short-run Libor and treasury bill (3 months) rates obtained from the Data-
Stream. The difference between rt and tr′  is usually termed excess return (Rt). 
The volatility of Rt can be estimated on the basis of the absolute deviation from the 
mean excess return, i.e. 

  ( )t tw f R R= − , , 1, ,t t T∀ = .   (2) 

Alternatively, a measure of the volatility of stock returns that has been used in the 
empirical literature is based upon the historical standard deviations of the excess 
return (rolling historical volatility), and is given by 
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These two measures of volatility were used to address the issue of asymmetric co-
movements between stock market volatility and some relevant macroeconomic in-
dicators: (1) dividend yield (dy), (2) earnings price ratio (epr), (3) inflation (cpi), 
and (4) industrial growth rate (ipi). All macroeconomic variables were found to be 
I(1). Inflation and industrial growth rates are expressed in terms of the natural logs 
of the underlying indexes. 

3. Error Correction Model and Dynamic Volatility 

The starting point for analyzing the relationship between stock market returns vola-
tility and macroeconomic variables is an error correction formulation based on a 
standard ADL(1,1) model. As in many other circumstances, a one lag specification 
should be sufficient to capture the dynamic behavior of the measures of volatility 
used here. The model, thus, stands as 

  ( )( )0 1 1 0 1 11t t t t tz x z xλ α β β ε− −∆ = ∆ − − − − + ,  (4) 

where α1 < 1. The parameter λ0 denotes the short-run reaction of zt to a change in 
xt. The parameter 1−α1 measures the speed of adjustment of zt to a disequilibrium 
shock in the system, that is, it measures how fast the system returns to equilibrium 
when a shock provokes a deviation from the long-run relationship given by the re-
gression line. The long-run equilibrium is given by 1 0 1 1

ˆ ˆˆt tz xβ β− −= + , over which 
the OLS residuals, 1tû − , are zero. The model is set such that the error correction 
disturbances, εt, are white noise. Extensions of model (4) in order to allow for 
higher order serial correlation or multi-equation systems are straightforward to 
construct. 
When the level variables zt and xt are both first-order integrated and the OLS re-
siduals, 1tû − , are stationary, then zt and xt are said to be cointegrated, CI(1,1), and 
there is an error correction model that represents the short and long-run behavior of 
the variables (Granger representation theorem). Standard estimators of the model 
are then super-consistent. When the level variables zt and xt are both stationary, the 
usual OLS estimation is applied. 
We now turn to consider the estimation of dynamic volatility models where the 
variance of the error term depends on past information. These are known as autore-
gressive conditional heteroskedasticity (ARCH) models and were introduced by 
Engle (1982). In the standard model, the variance of the error term is modeled as a 
function of past values of the error term. This model was extended to the General-
ized ARCH model (Bollerslev, 1986) by also allowing for the dependence of the 
variance on its own past values. Further extensions appeared in the literature allow-
ing for asymmetric movements in the conditional variance, of which the Threshold 
ARCH (Zakoian, 1990; Glosten et al., 1993) and the Exponential GARCH (Nel-
son, 1991) models are popular examples in the empirical literature. Many other ex-
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tensions have been proposed by several authors in order to match specific issues 
for their research needs. 
For our purposes, we shall focus on the specifications of the above mentioned 
asymmetric conditional heteroskedasticity models: TARCH and EGARCH. The 
mean equation in these models is the long-run equilibrium model, t t tz uβ′= +x , 
where t′x  denotes a k-dimension vector of exogenous variables. In the TARCH 
specification, the conditional variance is modeled by 

  2 2 2 2
1 1 1 1t t t t tu u dσ ω δ γ θσ− − − −= + + + ,   (5) 

where dt = 1 if ut > 0, and zero otherwise. In (5), ω, δ, γ, and θ are parameters. In 
this model, good news (ut > 0), and bad news (ut < 0), have different effects on 2

tσ . 
The parameter γ denotes the leverage effect (if γ > 0), and the impact on the condi-
tional variance is asymmetric if γ ≠ 0. Estimation and testing of this model should 
use quasi-likelihood robust standard errors if the residuals show signs of leptokur-
tosis. 
The EGARCH specification of the conditional variance is given by 

  2 21 1
1

1 1

2log logt t
t t

t t

u u
σ ω δ γ θ σ

σ π σ
− −

−
− −

= + − + + ,  (6) 

where the interpretation of the parameters is as above. However, the leverage effect 
under this specification is exponential rather than quadratic as in the TARCH 
model. The EGARCH residuals follow a generalized error distribution. 

4. Threshold Adjustment 

As noted before, the long-run equilibrium relationship between two time series zt 
and xt can be estimated as a standard regression model 0 1t t tz xβ β µ= + + , where βi 
(i = 0, 1) are parameters, and µt is a disturbance term that can now be serially corre-
lated. As above, the parameter β1 gives the magnitude of adjustment of zt to varia-
tions in xt, and is the long-run elasticity of the two variables if they are measured in 
logs. If β1 < 1, then shifts in xt are not fully passed onto zt. The estimation of the 
long-run equation is the first step of the threshold methodology. 
The second step focuses on the OLS estimates of ρ1 and ρ2 in the following error 
correction model 

  1 1 2 1(1 )t t t t t tI Iµ ρ µ ρ µ ε− −∆ = + − + ,   (7) 

where εt is a white noise disturbance and the residuals from the long-run equation 
are used to estimate ∆µt. It is the Heaviside indicator function such that 
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If in (8) ξt−1 = µt−1, then the model specification illustrated in (7) is called the 
threshold autoregressive (TAR) model. It allows for different coefficients of posi-
tive and negative variations. A sufficient condition for the stationarity of µt is 
−2 < (ρ1, ρ2) < 0. This means that the long-run equation is an attractor such that µt 
can be written as an error correction model similar to that given in (7). If ρ1 = ρ2 
then the adjustment is symmetric, which is a special case of (7) and (8). Expression 
(7) can also contain lagged values of ∆µt. When µt−1 is above its long-run equilib-
rium value, the adjustment is ρ1µt−1, and if µt−1 is below its long-run equilibrium 
value, the adjustment is ρ2µt−1. 
If in (8) ξt−1 = ∆µt−1, then the model (7) is called the momentum threshold autore-
gressive (M-TAR) model. The M-TAR model allows the decay to depend on the 
previous period change in µt−1. The value of the threshold, τ, in our case, is as-
sumed to be zero in all models. 
The TAR model is designed to capture asymmetrically deep movements in the se-
ries of the deviations from the long-run equilibrium, while the M-TAR model is 
useful to capture the possibility of asymmetrically steep movements in the series 
(Enders and Granger, 1998). For example, in the TAR model if −1 < ρ1 < ρ2 < 0, 
then the negative phase of µt will tend to be more persistent than the positive phase. 
On the other hand, for the M-TAR model, if for example |ρ1| < |ρ2| the model ex-
hibits little decay for positive ∆µt−1 but substantial decay for negative ∆µt−1. This 
means that increases tend to persist but decreases tend to revert quickly toward the 
attractor. 
Finally, we can perform a number of statistical tests on the estimated coefficients 
(and also on the residuals) in order to ascertain the validity of the error correction 
model outlined in (7), and subsequently if the adjustment is symmetric or not. The 
relevant tests on the coefficients are H0: ρ1 = 0 and H0: ρ2 = 0, for which we obtain 
the sample values of the t-statistics; and H0: ρ1 = ρ2 = 0, for which we obtain the 
sample values of the F-statistic. The restriction that adjustment is symmetric, i.e. 
H0: ρ1 = ρ2, can also be tested using the usual F-statistic. 
If the variables in the long-run equation are stationary, the usual critical values of 
the t and F distributions can be used to assess the significance level of the underly-
ing tests. However, if these variables are integrated of first order, one can use the 
critical values reported by Enders and Siklos (2001) to determine whether the null 
hypothesis of no cointegration can be rejected. If the alternative hypothesis is ac-
cepted, it is possible to test for asymmetric adjustment using the standard critical 
values of the F distribution, since ρ1 and ρ2 converge to a multivariate normal dis-
tribution (Enders and Granger, 1998). 
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5. Results 

Figures 1 and 2 depict the square deviations from the mean of the excess return 
variables for Portugal and the US. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1. Square deviations from the mean Rt for Portugal 
We show the square deviations rather than the deviations themselves in order to 
obtain a clearer picture of the volatility issue. As may be seen, there are volatility 
clusters in the data for both countries, with periods of low volatility followed by 
periods of high volatility, which is consistent with many other findings in stock 
markets. However, high volatility periods also correspond to periods of negative 
excess return, which suggests that the impact is asymmetric. These findings trigger 
the need to analyze the asymmetric conditional heteroskedasticity properties of the 
excess return variables Rt. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 2. Square deviations from the mean Rt for the US 
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The results of estimating the TARCH and EGARCH models for the Portuguese and 
US excess return data are presented in Table 1. 

Table 1. TARCH and EGARCH results 

TARCH EGARCH 
Parameters 

Portugal US Portugal US 

ω 
0.0000         
** 
(1.45E-07) 

0.0000         
** 
(1.36E-07) 

−0.4632       
** 
(0.0339) 

−0.2607       
** 
(0.0229) 

δ 
0.0940         
** 
(0.0090) 

−0.0015          
(0.0071) 

0.2349         
** 
(0.0109) 

0.1171         
** 
(0.0112) 

γ 
0.0488         
** 
(0.0097) 

0.1378         
** 
(0.0108) 

−0.0363       
** 
(0.0060) 

−0.1102       
** 
(0.0079) 

θ 
0.8757         
** 
(0.0062) 

0.9230         
** 
(0.0059) 

0.9700         
** 
(0.0031) 

0.9817         
** 
(0.0021) 

SIC −6.8388 −6.5258 −6.8432 −6.5340 

Notes: ** significant at the 1% level; asymptotic standard errors in parentheses. 
 
The results show strong evidence of conditional heteroskedasticity in the data, and 
also that the impact of news on the conditional variance is asymmetric both for 
Portugal and the US. However, there is evidence that the leverage effect is quad-
ratic but not exponential, since the EGARCH γ parameters are significantly nega-
tive in both countries. 
The next question entails the possibility of asymmetric co-movements between the 
stock market returns volatility and macroeconomic variables. The methodology for 
assessing asymmetric co-movements between these variables was applied to the 
dataset described earlier. A total of 16 regressions were run for each country ana-
lyzed (Portugal and US). The resulting residuals were then used to perform the 
TAR and M-TAR tests of asymmetry. This is however only possible when the re-
siduals of the series are convergent. The results obtained are reported in Table 2 
(for Portugal) and Table 3 (for the US). 
The estimators of volatility ˆ tw  and t̂v  were found to be stationary for Portugal on 
the basis of ADF tests using the Bayesian information criterion for model selection 
and KPSS tests. Thus, for reasons of consistency, we replaced the original non-
stationary macroeconomic variables by their first-difference I(0) counterparts in 
these models. For the US, however, the estimator ˆ tw  is I(0) and the estimator t̂v  is 
I(1). As before, we replaced the original macroeconomic variables by their first-
difference counterparts in the models that use ˆ tw . With regard to t̂v , the first two 
tests on the estimated values of ρ1 and ρ2 are actually cointegration tests. 
For both Portugal and the US, the results obtained when ˆ tw  was used as a measure 
of volatility show that the null hypothesis that ρ1 and ρ2 are zero is rejected at the 
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1% level or better in all cases (separate and joint tests). The test of the null hy-
pothesis of symmetry, however, was not rejected at significant levels in none case. 
An error correction model without separation of the positive and negative varia-
tions would therefore be a sufficient representation of the process under analysis. 
Thus, given their triviality, we shall not report the results for the series ˆ tw . 
 
 

Table 2.  TAR and M-TAR results for Portugal 

ρ = 0  ρ1 = ρ2 = 0  ρ1 = ρ2 
Variable ρ1 ρ2 t-max  Φ  F p-

value 
 

TAR 

∆(dyt) 
−0.093 
(0.053) 

−0.156 
(0.042) −  8.301 **  0.853  0.357 

∆(eprt) 
−0.080 
(0.054) 

−0.169 
(0.043) −  8.940 **  1.710  0.193 

∆(lncpit) 
−0.097 
(0.052) 

−0.135 
(0.045) −  6.281 **  0.305  0.582 

∆(lnipit) 
−0.075 
(0.042) 

−0.094 
(0.035) −  5.206 **  0.115  0.736 

 
M-TAR 

∆(dyt) 
−0.201 
(0.047) 

−0.023 
(0.050) −  9.240 **  6.735 * 0.011 

∆(eprt) 
−0.220 
(0.047) 

−0.029 
(0.052) −  11.304 **  7.465 ** 0.007 

∆(lncpit) 
−0.180 
(0.049) 

−0.066 
(0.045) −  7.711 **  2.906  0.091 

∆(lnipit) 
−0.190 
(0.040) 

−0.013 
(0.033) −  11.406 **  11.527 ** 0.000 

Notes: Dependent variable is t̂v  ~ I(0); * significant at the 5% level; ** significant at the 1% level; asymp-
totic standard errors in parentheses. 

 

Table 3.  TAR and M-TAR results for the US 

ρ = 0  ρ1 = ρ2 = 0  ρ1 = ρ2 
Variable ρ1 ρ2 t-max  Φ  F p-

value 
 

TAR 
dyt −0.758 −0.639 −3.161 **  37.568 **  0.292  0.590 

eprt −0.722 −0.509 −2.617 **  34.121 **  0.987  0.322 

lncpit −0.814 −0.599 −3.096 **  39.763 **  0.978  0.325 
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lnipit −0.809 −0.635 −3.200 **  40.197 **  0.617  0.434 

            
M-TAR 

dyt −0.759 −0.652 −3.490 **  37.209 **  0.263  0.609 

eprt −0.692 −0.659 −3.492 **  33.150 **  0.024  0.877 

lncpit −0.812 −0.592 −2.952 **  39.430 **  0.978  0.325 

lnipit −0.805 −0.656 −3.355 **  39.769 **  0.468  0.495 

Notes: Dependent variable is t̂v  ~ I(1); ** significant at the 1% level; critical values for t-max in the TAR 
and M-TAR models are -2.55 and -2.47 (1%); critical values for Φ in the TAR and M-TAR models are, re-
spectively, 9.27 and 9.14 (1%). 

 
Turning now to the results of t̂v , it can be seen that the null hypothesis that ρ1 and 
ρ2 are jointly equal to zero is rejected at the 1% level or better in all cases for both 
countries. For the US, the t-max and Φ statistics are reported and were compared to 
the critical values computed by Enders and Siklos (2001). Rejection of the null hy-
pothesis in this case means that the volatility is cointegrated with the macroeco-
nomic variables used in our analysis. However, we found no signs of asymmetric 
adjustment in any case of the US macroeconomic variables. For Portugal, we found 
that only ρ2 is significantly different from zero in the TAR specification, and ρ1 is 
significantly different from zero in the M-TAR specification. Locally, however, it 
seems that the convergence criterion of the model is not violated, although testing 
the threshold could perhaps add something more on this issue. A general accepta-
tion of the error correction model given by (7), entails testing for asymmetric ad-
justment using the standard F critical values. The test procedures carried out for 
Portugal leads to the conclusion that there is no asymmetry in the TAR mechanism 
but there is asymmetry in the M-TAR mechanism for 3 of the 4 macroeconomic 
variables. 
The 3 cases of asymmetric co-movements in Portugal using t̂v refer to dividend 
yields, earnings price ratios, and industrial growth rates. As can be seen, in all 
cases |ρ1| > |ρ2|, which means that the model exhibits little decay for negative 
changes but substantial decay for positive changes in volatility relative to changes 
in macroeconomic factors. In other words, we may conclude that in the Portuguese 
stock market, volatility decreases tend to persist but increases tend to revert quickly 
toward the attractor. 
The M-TAR results for the Portuguese stock market volatility suggest that volatil-
ity is obtained via an accumulation of changes in µt−1 above the threshold followed 
by a sharp drop to the threshold. However, a similar pattern is not observed for 
changes in µt−1 below the threshold, thus causing asymmetry. That is, volatility de-
parts from its equilibrium level (given by the threshold) relative to the macroeco-
nomic factors and periodically collapses to the threshold, sharply for positive and 
smoothly for negative changes. 
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In contrast with the case of the US, the asymmetric results for Portugal may chal-
lenge market efficiency according to the efficient market hypothesis. The EMH 
holds that stock prices adjust rapidly and unbiasedly to new and relevant price sen-
sitive information. Under and over price adjustments relative to its fundamental 
value are unpredictable so that price changes are independent and random. Given 
the information provided by the macroeconomic variables, one would then expect 
that prices adjust rapidly and symmetrically toward the equilibrium level, which is 
consistent with cointegration (for non-stationary variables) and symmetric adjust-
ment. This behaviour of prices would be transmitted to variables that capture stock 
returns and the corresponding volatility. Volatility itself would be unpredictable 
under the EMH. However, predictability is not a sufficient condition for market in-
efficiency. It is also need to prove that predictability allows for the possibility of 
generating systematic abnormal gains. 
Stock market asymmetry may arise because investors are risk and loss averse. Risk 
aversion may encourage economic agents to react quickly to bad news while react-
ing more reluctantly to good news. On the other hand, asymmetries may arise 
driven by the potential loss in an overvalued stock market. Alternative explanations 
based on models of structural slumps and booms are also possible (Siklos, 2002). 
In our context, the volatility in the Portuguese stock market drops suddenly and pe-
riodically toward the attractor when it is substantially above the equilibrium level. 
Higher volatility induces greater risk and potentially larger losses, so it may be 
seen as a sign of bad news to the investor, which prompts him to react quickly to 
such news, and conversely for lower volatility. For our results, however, we found 
no evidence of such type of behavior in the US market. 

6. Conclusions 

This paper employs asymmetric conditional heteroskedasticity and threshold ad-
justment methodologies to inquire the asymmetric nature of stock market volatility 
in Portugal and the US. There is clear evidence of asymmetric volatility for Portu-
gal and the US in the univariate conditional heteroskedasticity models. However, 
the leverage effect seems to be quadratic rather than exponential. For the threshold 
adjustment models, we found no evidence of asymmetric volatility behavior in the 
US relative to changes in macroeconomic variables, although transmission effects 
are cointegrated. Standard symmetric cointegration techniques could thus be ap-
plied to the US data. For Portugal, there is evidence of transmission effects be-
tween macroeconomic variables and the stock market volatility, and also that there 
is “sharp” movement asymmetry of volatility in some cases of the Portuguese stock 
market. The results for Portugal do not seem to be consistent with the general effi-
cient market hypothesis, although the hypothesis itself cannot be denied. 
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Abstract: In this note we consider risk sensitive Markov reward processes 
with finite state space in discrete- and continuous-time setting. Explicit 
formulas for the growth rates and average reward optimality are obtained 
and connections between discrete- and continuous-time models is discussed.  
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                                                      1. INTRODUCTION 
 
The usual optimization criteria examined in the literature on optimization of 
Markov reward processes, e.g. total discounted or mean reward, may be 
quite insufficient to characterize the problem from the point of the decision 
maker. To this end it is necessary to select more sophisticated criteria that 
reflect also variability-risk features of the problem. One possible approach 
how to attack this problem is to consider, instead of linear objective 
functions, exponential functions (recall that both linear and exponential 
functions are separable and hence appropriate for sequential decision). 
Introducing of exponential objective functions in decision processes proved 
to be appropriate in many real-life problems, for details see Howard [7]. The 
research of risk-sensitive optimality criteria in Markov decision processes 
was initiated in the seminal paper by Howard and Matheson [6] and 
followed by many other researchers in recent years (see e.g. [1,2,3,4,11–
13]). 
 
        In this note, we consider Markov reward processes with finite state 
space {1 2 }I … N= , , ,  both in discrete- and continuous-time setting. In 
particular, in the discrete-time case, we consider Markov chain 

d { 0 1 }nX X n …= , = , ,  with finite state space {1 2 }I … N= , , , , transition 
probabilities ijp  and one-stage immediate rewards ijr  accrued to the 
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transition from state i  into state j . In the continuous-time setting, the 
development of the considered process c { ( ) 0}X X t t= , ≥  (with finite state 
space I ) over time is governed by the transition rates { ( ) }q j i i j I| , , ∈ . For 
j i≠  ( )q j i|  is the transition rate from state i  into state j , 
( ) ( )

j I j i
q i i q j i

∈ , ≠
| = |∑  is the transition rate out of state i.  As concerns 

reward rates, ( )r i  denotes the rate earned in state i I∈ , and ( )r i j,  is the 
transition rate accrued to a transition from state i  to state j . Let ( )tξ  be the 
(random) reward obtained up to time t ; for the discrete-time case t  is an 
integer, say t n= , and we write nξ  instead of ( )tξ .  
      We shall suppose that the obtained random reward, say ξ , is evaluated 
by an exponential utility function, say ( )uγ ⋅ , i.e. utility functions with 
constant risk sensitivity depending on the value of the risk aversion 
coefficient γ . In case that 0γ >  (the risk seeking case) the utility assigned 
to the (random) reward ξ  is given by ( ) exp( )uγ ξ γξ:= , if 0γ <  (the risk 
averse case) the utility assigned to the (random) reward ξ  is given by 

( ) exp( )uγ ξ γξ:= − , for 0γ =  it holds ( )uγ ξ ξ=  (risk neutral case).  
Hence we can write for 0γ ≠  
                                                      ( ) sign( ) exp( )uγ ξ γ γξ=                                (1) 
 
and for the expected utility we have  (E is reserved for expectation)  
 

( )( ) E ( ) sign( ) E[exp( )]uU γγ ξ ξ γ γξ:= = ,   (2) 

and for the corresponding certainty equivalent ( )Z γ ξ  we have  
 

1( ( )) sign( ) E [exp( )] ( ) ln{E[exp( )]}u Z Zγ γ γξ γ γξ ξ γ γξ−= ⇐⇒ = . (3) 
 
Finally, recall that  

(1) (2 (1) (1)( ) sign( ) ( ) ( )u u uγ γ γξ ξ γ ξ ξ+ = ⋅ , 
 

i.e.  exponential utility function is separable, what is very important for 
sequential decision problems.  
 
        In this note we focus attention on properties of the expected utility and 
the corresponding certainty equivalents if the stream of obtained rewards is 
evaluated by exponential utility functions both for the discrete- and 
continuous-time models. According to our knowlege, in the existing 
literature risk-sensitive optimality was studied only for discrete-time 
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models; in the present note we show how these methods work also in 
continuous-time Markov reward case. Attention will be focused on the 
connections and similarity between discrete- and continuous-time risk-
sensitive Markov reward models.  
 

 2. NOTATIONS  AND  PRELIMINARIES 

1. Discrete-Time Case 
 

We denote by [ ]ijP p=  the N N×  transition matrix of the chain dX . Recall 

that the limiting matrix 11
0

lim m n
nm

P m P−∗ −
=→∞

= ∑  exists, in case that the chain is 

aperiodic even lim n

n
P P∗

→∞
= . In particular, if P  is unichain (i.e. P  contains 

a single class of recurrent states) the rows of P∗ , denoted p∗ , are identical. 

Obviously, 
1

N
i ij ijj

r p r
=

=∑  is the expected one-stage reward obtained in state 

i I∈  and r  denotes the corresponding N -dimensional column vector of 
one-stage rewards. Then nP r⋅  is the (column) vector of rewards accrued 
after n  transitions, its i th entry denotes expectation of the reward if the 
process dX  starts in state i .  To simplify our analysis in what follows we 
assume that P   is irreducible, i.e.  P  contains a single class of recurrent 
states and no transient states. Then all rows p∗  of the limiting matrix P∗ are 
positive. 

Let 
0 1

1

0
k k

n
n
X X X

k
rξ

+

−

,
=

= ∑  be the sum of transition rewards received in the n  next 

transitions of the considered Markov chain X  and similarly let ( )
m

m n
Xξ

,  be 
reserved for the total (random) additive reward obtained from the m th up to 
the n th transition. Since 

0 0 1 1

(1 )n n
X X X Xrξ ξ ,

,= +  and ( )uγ ⋅  is separable and 
multiplicative we immediately conclude that  

 
0 0 1 1 1

1
(1 )

0

( ) sign( ) ( ) ( )
k k

n
n n
X X X X X X

k

u u r u u rγ γ γ γξ γ ξ
⎛ ⎞
⎜ ⎟
⎜ ⎟
⎜ ⎟
⎜ ⎟+
⎜ ⎟
⎝ ⎠

−
,

, ,
=

= ⋅ = ∑  

and on taking expectations and conditioning on 1X   we get  

0 0 0 0

(1 )( )

1
( ) E ( ) exp( ) E ( )

N
n n n
X X X j X j j

j
u p r uU γ γγ ξ ξ γ ξ ,

=

= = ⋅ ⋅ .∑    (4) 

Supposing that the chain starts in state 0X i=  then for expected utility in the 
n  next transitions we have ( Ei  is reserved for expectation if the process 
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starts in state i ) 

                                          
1

1

0
( 0 ) E [exp ( )]

k k

n

i i X X
k

U n rγ γ
+

−

,
=

, , := ∑    (5) 

Similarly, for m n<  if the starting state mX i=  we write   

                                           
1

1

( ) E [exp ( )]
k k

n

i i X X
k m

U m n rγ γ
+

−

,
=

, , : = ∑ .                                             

(6) 
Observe that the expected utility ( ) ( )i im n U m nU γ γ, , = , ,  if 0γ > ; in case 
that 0γ <  it holds ( ) ( )i im n U m nU γ γ, , = − , ,  and ( ) 1iU n nγ , , = .  
In what follows we shall often abbreviate ( 0 )iU nγ , ,  by ( )iU nγ , . Similarly 

( )U nγ ,  is reserved for the (column) vector whose i th element equals 
( )iU nγ , . [ ]ijP p=  is an N N×  nonnegative matrix with elements 

e ijr
ijij pp γ:= ⋅ .  Hence by (4)  

 

                        ( ) ( 1 )U n P U nγ γ, = ⋅ , , .                                                                    (7) 

 
2. Continuous-Time Case 
 

Let [ ]ijQ q=  be the N N×  matrix whose ij -th element is ( )ijq q j i= |  for 
i j≠  and for the ii -th element we set ( )iiq q i i= − | .  Recall that Q  defines a 
continuous-time Markov process c { ( )   0}X X t t= , ≥  with transition 
probability matrix ( )P t ; the ij -th element of ( )P t , denoted ( )ijP t , is the 
probability that state j I∈  is reached at time t  from initial state i . It is well 
known that 

    1

0
( ) exp[ ] ( )k

k
k

P t Qt Qt
∞

!
=

= =∑ ,                                                 (8) 

 
and is a solution of the Kolmogorov backward and forward equations  
 

                         
d ( ) d ( )( ) ( )

d d
P t P tQ P t P t Q

t t
= ⋅ , = ⋅ .                                                 (9) 

 

Recall that lim ( )tP P t∗
→∞=  (with 0P Q QP∗ ∗= = ) always exists, and that 

the sojourn time of the considered process cX  in state i I∈  is exponentially 
distributed with mean value ( )q i i| .  
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Hence the expected value of the reward obtained in state i I∈  equals 
( ) ( ) ( ) ( , )i j I j i

q i i r i q j i r i jr ∈ , ≠
= | + |∑  and r  is the (column) vector of 

reward rates at time t.  Then ( )P t r⋅  is a (column) vector of expected 
reward rate at time t , its i-th entry is the (expected) reward rate if the 
process dX  starts in state i.  To simplify our analysis in what follows we 
assume that [ ]ijQ q=  is irreducible, i.e. Q  contains a single class of 

recurrent states and no transient states. Then the limiting matrix P∗  
irreducible and positive.  
Let 

 
( )

(0) 0
0

( ) ( ( )) d ( ( ) ( ))
N tt

X
k

t r X r X Xξ τ τ τ τ− +

=

= + ,∑∫  

 
be the total (random) reward obtained up to time t ,  
where ( )X t  denotes the state at time t , ( )X τ − , ( )X τ +  is the state just prior 
and after the k-th jump, and ( )N t  is the number of jumps up to time t.  
Similarly   
 

                               
( )

( )
( )

( , ) ( ( )) d ( ( ) ( ))
N tt

X t t
k N t

t t r X r X Xξ τ τ τ τ− +
′ ′

′=

′ = + ,∑∫  

is the total (random) reward obtained in the time interval [ )t t′, ; hence  
 

 
(0) (0) ( )

(0) (0) ( )

( ) ( ) ( ) or

( ) ( ) ( )
X X X

X X X t

t t

t t t t

ξ ξ ξ

ξ ξ ξ
∆+ ∆ = ∆ + ∆, + ∆

+ ∆ = + , + ∆ .
 

 

Since ( )uγ ⋅  is separable and multiplicative we have  

 
(0) (0) ( )

(0) (0) ( )

( ( )) sign( ) ( ( )) ( ( )) or

( ( )) sign( ) ( ( )) ( ( ))
X X X

X X X t

u t u u t

u t u t u t t

γ γ γ

γ γ γ

ξ γ ξ ξ

ξ γ ξ ξ
∆= ∆ ⋅ ∆,

+ ∆ = ⋅ , + ∆ .
 

 

On taking expectations and conditioning on ( )X ∆  we immediately 
conclude that for  
 

 ( ) ( )( ) E{ ( ( ))} ( ) E{ ( ( ))}i i i iU t u t U t t u t tγ γ γ γξ ξ′ ′:= , , := ,  

we have ( ijδ  is the Kronecker symbol)  

 ( ) ( ) ( ) ( )

1

( ) ( ) [e e ] ( ).
N

r i r i j
i ij ij j

j

U t P U tγ γ γ γδ∆ ,

=

+ ∆ = ∆ ⋅ + ⋅ ∆, + ∆∑  

Since  
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2

2

1 ( ) for
( )

( ) for
ii

ij
ij

q o i j
P

q o i j
⎧ + ∆ + ∆ =⎪∆ = ⎨ ∆ + ∆ ≠⎪⎩

 

 
on letting 0∆→ +  we conclude that  
 
 

( ) ( ) ( ) ( ) ( ) 2

1

( ) 2

( ) (1 )e ( ) e ( ) ( )

e 1 ( ) ( ).

N
r i r ij

i ii i ij j
j j i

r i

U t q U t q U t o

r i o

γ γ γ γ γ

γ γ

∆

= , ≠

∆

+ ∆ = + ∆ ∆, + ∆ + ∆ ⋅ ∆, + ∆ + ∆

= + ∆ + ∆

∑

 
  
Since the process cX  is time homogeneous, after some manipulation we 
arrive at  
 

( )
( ) ( ) ( )

1

d ( ) ( ( )) ( ) e ( )
d

N
r ii

ii i ij j
j j i

U t q r i U t q U t
t

γ
γ γ γγ

= , ≠

= + + ⋅∑  (10) 

 
that can be also written in matrix form as  
 

 
( )

( )d ( ) ( ),
d

U t Q U t
t

γ
γ= ⋅             (11) 

 

where ( ) ( )U tγ  is a (column) vector, and [ ]ijQ q=  is an N N×  matrix with 
nonnegative off-diagonal elements  

( )

( ) for
e for

ii
r i jij

ij

q r i i j
q

q i jγ

γ
,

+ ⋅ =⎧
= ⎨ ⋅ ≠⎩

 

 
Similarly to (8) and the  solution of the Kolmogorov equations (9), we can 
conclude that the solution of (11) takes on the following form  (e denotes 
unit column vector) 

               ( ) 1

0
( ) exp[ ] ( )k

k
k

U t Q t e Q t eγ
∞

!
=

= =∑ .                                      (12) 

Hence ( ) ( )U tγ  is a linear combination of exponential functions with the 
exponents being the eigenvalues of  the matrix [ ]ijQ q=  and the real part of 
the eigenvalues determines the growth 
of the elements of  ( ) ( )U tγ . 
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3. GROWTH   RATES  AND  AVERAGE  REWARDS 

In this section we analyze growth rates and average rewards both for the 
discrete- and continuous-time models. Attention will be focused on the 
similarity of the both models.  

1. Discrete-Time Case 

Since P  is nonnegative and irreducible, in virtue of the well-known Perron–
Frobenius theorem (see [5]) spectral radius of P  is equal to eigenvalue of 
P  and the corresponding eigenvector ( )v P  can be selected strictly positive, 
i.e.  
 

( ) ( ) ( ).P v P P v Pρ ⋅ = ⋅   (13) 
 

Since ( )v P  is unique up to a multiplicative constant, we can select ( )v P  
greater or less than unit vector. Hence on iterating (7) we obtain for suitably 
selected numbers 1 21α α≤ ≤  such that, since 1 2( ) ( )v P e v Pα α≤ ≤ , since 

( )U n n eγ , , = (unit vector) 

        1 2( ) [ ( )] ( ) ( ) [ ( )].n nP v P U n P v Pα γ α⋅ ≤ , ≤ ⋅                                         (14) 
However,  
 ( ) ( ) ( ( )) ( )n nP v P P v Pρ⋅ =  
hence  

1 2( ( )) ( ) ( ) ( ( )) ( )n nP v P U n P v Pα ρ γ α ρ≤ , ≤   (15) 
 

and the growth rate of ( )U nγ ,  is equal to ( )Pρ .  
Since for the corresponding certainty equivalent ( )nZ γ ξ  we have (cf. (3))  
 

 1( ) ln{E[exp( )]}n nZ γ ξ γ γξ−=  (16) 
implying that in virtue of (13)  
 

  1( ) ln{( ( )) }n nZ P constγ ξ γ ρ−= ⋅ . .                                                 (17) 
 
Moreover, for the mean value of the certainty equivalent we get 

11( ) lim ( ) ( )n

n
J Z P

n
γγ ξ γ ρ−

→∞
:= = .                                       (18) 

 
 
2. Continuous-Time Case 
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Since Q  has nonnegative off-diagonal elements and is irreducible, there 
exists real eigenvalue ( ) 0Qσ >  and the real part of any other eigenvalue of 
Q  is nongreater than ( ) 0Qσ >  (see  e.g. [5]). Moreover, the corresponding 
eigenvector ( )v Q  can be selected strictly positive, i.e.  
 

( ) ( ) ( ).Q v Q Q v Qσ ⋅ = ⋅  (19) 
 

Since ( )v Q  is unique up to a multiplicative constant, we can select ( )v Q  
greater or less than unit vector. Observe that the above facts follow 
immediately from the Perron–Frobenius theorem. Since for any (real) α  it 
holds ( ( ) ) ( ) ( ) ( )Q v Q Q I v Qσ α α+ ⋅ = + ⋅  (the  same  holds for  any  other   
eigenvalue of  Q )  and  for sufficiently  large α  the  resulting  matrix is 
non- negative and (13) can be applied directly.  
 
Since the solution of the set of equations (10), (11) is given by a linear 
combination of exponential functions with exponents being eigenvalues of 
the matrix Q , the growth of ( ) ( )U tγ  is governed by real parts of the 
eigenvalues, in particular by ( )Qσ , the eigenvalue with maximum real part. 
Moreover, since the corresponding eigenvector ( )v Q  is strictly positive, the 
growth of each ( ) ( )iU tγ  is the same and is given by ( )Qσ . Then in analogy 
with the discrete-time case we can conclude that for suitable numbers 

1 2α α≤  we have 
 
                                      

( )
1 2exp[ ( ) ] ( ) ( ) exp[ ( ) ] ( )Q t v Q U t Q t v Qγα σ α σ≤ ≤            (20) 

 

or for ( ) : exp[ ( )]Q Qρ σ=  

 ( )
1 2( ( )) ( ) ( ) ( ( )) ( )t tQ v Q U t Q v Qγα ρ α ρ≤ ≤                                (21) 

 
implying to the corresponding certainty equivalent 
 

             1( ( )) ln{( ( )) }tZ t Q constγ ξ γ ρ−= ⋅ .                   (22) 
and for its mean value 

                                               11( ) lim ( ( )) ( )
t

J Z t Q
t

γγ ξ γ ρ−

→∞
:= = .           (23) 
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COMPARISON VARIOUS PORTFOLIO INSURANCE AND STATIC 
STRATEGIES 

 
Branislav Tuš  

 
Abstract: 
The continuing creating and developing new insurance strategies make new 
questioners about their effectiveness. This paper provides and illustrative 
comparison of various insurance strategies with buy and hold strategy. In 
terms of insurance strategies it is compared the classical Constant 
proportion portfolio strategy with their modification using risk measures as 
Value at Risk and Expected Shortfall.  
The results indicates that buy and hold strategy does not dominate the 
portfolio insurance strategies. Moreover portfolio insurance strategies can 
outperform buy and hold strategy measuring their risk return characteristics. 
 
Keywords: CPPI, Value at Risk, Insurance, Expected Shortfall, Monte Carlo 
simulation 
 
1.  Introduction 
At the beginning the portfolio strategies techniques were mainly realized 
trough options. The idea behind it was that a strategy which would provide 
protection against market losses while preserving the upward potential 
should have considerable appeal to a wide range of investors. This patterns 
is created by buying a put option on a portfolio. Recently a new insurance 
strategies were introduced such as constant proportion portfolio insurance 
(CPPI), Stop-Loss, synthetic put.  
When it comes to mutual funds the option based strategy were used in 
closed fund where the investor could enter or exit the fund without a big 
penalty only on reference dates. The later strategies like CPPI are suited 
more for open-ended mutual funds.  
The decision between choosing portfolio insurance strategy instead of buy 
and hold strategy is not clear and depends on investors utility function. 
Under the assumption that returns are log normally distributed a risk averse 
investor may prefer a portfolio insurance strategy to a buy and hold strategy. 
On the other hand PI strategies can generate excess return comparing static 
portfolio. So far there is no clear evidence of effectiveness of PI strategies. 
In general the, investments are traditionally measured in mean – variance 
space. Since the PI strategies are provide with asymmetric distribution 
function this measures are no well suited for comparing them with classical 
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strategies. The difference is that the volatility in PI strategy could be created 
by positive returns which is good for an investor. So for this reasons 
measures like Value at Risk (VaR) or Expected Shortfall would present 
a better statistical risk measures. Although the VaR which measures the 
potential loss with predefined probability on a specified period, this standard 
measure is not coherent. Therefore Expected Shortfall (EP) has become 
popular.  
Portfolio insurance strategies  
Using stop-loss insurance means that the portfolio is fully invested in risky 
asset as long as its value does not reach some critical level (stop loss) , 
which is the minimum discounted target level. Ones the portfolio reaches 
the critical level the entire portfolio is switched to risk less instruments, 
ensuring the target is reached at the end of the period.  
The synthetic put strategy is a dynamic portfolio strategy that replies the 
payoff of protective put (long positions in a put and in underling asset). 
Strike price is set to equal the desired floor. The portfolio is invested in 
risky and risk-free asset. The proportion is calculated using option pricing 
model. 
Constant Proportion Portfolio Insurance – this strategy also invest in risky 
and risk free assets. The risky asset is determined by the cushion, which is 
the difference between the actual value of the portfolio and the discounted 
minimum value which ensure to meet the target level at the and of the 
reference day. The second deterministic factor is multiplier. The higher the 
multiplier the more risk assets are invested while the rest is invested in risk-
free asset. So the investor has to choose the multiplier. The higher the 
multiplier the more risk assets are invested, but in case of rapid fall on the 
markets the sooner the investor approaches the floor and stays for the rest of 
the reference period in the money market. If the investor choose very 
conservative level of multiplier the strategy would not participate on strong 
markets so would not bring a big excess return over money market 
instruments.  
So if the cushion approaches zero also exposure to the risky asset 
approaches zero and the portfolio is completely invested in cash. The 
guarantee is perfect if the portfolio value never descends below the 
minimum discounted floor value. This could not be meet in case of sharp 
drops in financial markets. But there is no ability to minimize this risk.  
The typical characteristics of this strategy is that it has a right oriented 
returns distribution like option based strategies. 
Mathematical description  
Vt value of the portfolio at time t, t>0 
V0  initial investment, guaranteed amount 
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Pt value of the floor at time t  
Ct=Vt-Pt „cushion“ at time t 
m multiplier 
Et exposure , or investment in the risky asset at time t  
T maturity of the strategy  
r risk-free rate  
St price of the risky asset at time t 
 
The evolution of the portfolio is described by the following stochastic 
deferential equation.  
 

( )EtVtrdtEt
St
dStdVt −×+×=  

If we assume that the floor grows at fixed rate r, less than or equal to risk-
free rate. The guaranteed amount being V0. 

rt
0t ePP =  

rt
00 eVP −≥  

We suppose the price of risky asset follows a standard model  

t
t

t dWdt
S
dS

σ+µ=  

With constrains on short selling 
0<Et<p*Vt 

Where p>0, 
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Modifications of CPPI.  
The main parameter of CPPI is the multiplier. One of the modifications is to 
dynamically determine the multiplier using risk characteristics.  
The multiplier is determined by Expected Shortfall (or Value at Risk). 
Multiplier is set that portfolio value would not decease below the minimum 
guaranteed value on defined horizon with probability (99 %). 
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The other modification is related to the minimum discount value (floor). In 
classical model when the total portfolio raises the difference between the 
actual portfolio value and minimum discounted value grows which enables 
to invest more in risky asset. The advantage is that in rising market the 
proportion of risky asset grows in the bear markets is declining. In 
modification the floor changes when the portfolio value growths at specified 
amount. That means for instance if the portfolio value grows 2 %, 
comparing the notional value set at the beginning of the reference date, the 
discounted floor increases the same level.  
This modification does the opposite that the classical method (in rising 
market the proportion of risky asset does not grows so rapidly and in 
declining market the proportion does not decrease so dramatically). The aim 
of this method is to stabilize the proportion of risky asset.  
 
2  Performance measurement 
Portfolio theory assumes that investors select portfolios that are optimal to 
them. Optimality is often understood as maximizing expected utility of 
wealth. As such, choosing between portfolios amounts to choosing between 
return distribution. Comparison is mostly done by comparing average 
excess return over risk free rate, with standard deviation with combining 
both and using sharpe ratio.  
Unfortunately such characteristic are not suitable for PI, where there is 
a protection against downward and limitation against upward. Counting 
a number of negative occurrences is also not the right to contemplate. The 
asymmetric risk measures has been in recent time the put forward as an 
alternative to symmetric risk measures. A typical one is Value at Risk 
measure. The drawback of this measure is that does not coverage the 
extreme situation on the market. In this case a better characteristics provide 
Expected Shortfall which calculates average loss below the confidence level 
limit.  
The problem of all tis measures is that if they are put together they can lead 
to contradictory results.  
 
 
3  Objective of this study  
In this paper we compare the strategies in terms of average excess return 
and the expected shortfall of the strategy. As an objective we also compare 
the values at the end of the reference period.  
In this article we attempt to describe the various here above mentioned 
strategies. Trying to find the optimal settings of PI strategies to maximize 
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expected utility function. In the article we set a static strategy as an 
benchmark and comparing various strategies against it.  
First there is presented a mathematical description of mentioned strategies.  
3.1 Changing the floor value  
In this section we examined the floor value. In particular the lower the floor 
the more risk the strategy will be, that means more risky asset will be 
allocated to the strategy. We do not attempt to find an optimal floor for the 
strategy, which is impossible without a particular  distribution for risky asset 
returns. We try to present the impact of the change of the initial floor.  
3.2 Changing the multiplier  
The multiplier is the has the most biggest impact on the total performance of 
the strategy. We compare a strategies with fixed multiplier but set on 
different levels and compare it to the dynamic changing multiplier and with 
variable floor. . 
 
4.  Performance comparison  
We employ the following terminology in discussing the various strategies 
discussed above:  

Static strategy  
Stop-Loss  
CPPI  
Modified CPPI 

 
Details of simulation 
As a risky asset we use a index MSCI World which is a capitalization index 
that comprise stock around the world.  
First we use historical data for MSCI World and apply mentioned strategies. 
In second we generate 100 000 of two year daily returns simulations and 
sort them from worst to best. We assume 250 trading days in the year.  
The simulation of MSCI World were realized under this parameters.  

µ = 7 %, σ= 12 %, T = 17 years, V0 = 100 
From these scenarios we chose scenario according to the quantiles. As a 
horizon we set a 2 year period. As a risk free rate we took a EUR 1 month 
money market rate. 
Simulation results 
Changing the multiplier  
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Table n.1 Performance comparison  

 
Average return 

annually 
Expected 
Shortfall 

Excess 
return/ES 

Number of 
trades 

Static 4.626% 4.753% 0.339211 1 
CPPI m = 3 4.517% 6.756% 0.222524 17 
Modified CPPI var. multip. and var. 
floor 4.927% 4.188% 0.456898 24 
Modified CPPI variable multiplier 5.414% 8.741% 0.274536 93 

 
Average return 

annually 
Expected 
Shortfall 

Excess 
return/ES 

Excess 
return/ES 

Static 5.764% 7.946% 7.946% 1 
CPPI m = 5 5.664% 13.893% 13.893% 75 
Modified CPPI var. multip. and var. 
floor 6.144% 6.964% 6.964% 67 
Modified CPPI variable multiplier 7.032% 15.136% 15.136% 75 

 
Average return 

annually 
Expected 
Shortfall 

Excess 
return/ES 

Excess 
return/ES 

Static 6.739% 11.145% 34.669% 1 
CPPI m = 7 6.573% 22.909% 16.140% 132 
Modified CPPI var. multip. and var. 
floor 6.900% 7.998% 50.314% 101 
Modified CPPI variable multiplier 9.047% 25.143% 24.544% 75 

 
Changing the floor 

Risk budget = 1 % (Guaranteed amount = 99, V0 = 100) 
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Table n.2 Performance comparison  

Risk budget = 1 % 
Average return 

annually 
Expected 
Shortfall

Excess 
return/ES 

Number 
of trades 

Static 5.544% 7.330% 0.345254 1 
CPPI m = 4 5.341% 11.714% 0.198694 74 
Modified CPPI var. multip. and var. 
floor 6.144% 6.964% 0.449432 74 
Modified CPPI variable multiplier 7.032% 15.136% 0.265474 104 

Risk budget = 2 % 
Average return 

annually 
Expected 
Shortfall

Excess 
return/ES 

Excess 
return/ES 

Static 5.731% 8.284% 0.344656 1 
CPPI m = 4 5.650% 13.275% 0.209006 108 
Modified CPPI var. multip. and var. 
floor 5.471% 5.834% 0.444818 78 
Modified CPPI variable multiplier 6.034% 23.921% 0.132021 137 

Risk budget = 4 % 
Average return 

annually 
Expected 
Shortfall

Excess 
return/ES 

Excess 
return/ES 

Static 6.429% 10.266% 0.346186 1 
CPPI m = 4 6.356% 16.326% 0.213167 117 
Modified CPPI var. multip. and var. 
floor 5.516% 5.983% 0.441318 80 
Modified CPPI variable multiplier 5.141% 23.048% 0.098291 164 
 
5. Concluding remarks 
The present study shows the impact on risk, return characteristic for various 
PI strategies comparing them to static strategy. First we demonstrated that 
static buy and hold strategies does not outperform a PI. Despite the PI 
strategies generate lower return they are associated with lower risk 
characteristic. Combining risk return characteristics the PI strategies 
presented better results.  
Setting parameters in PI strategies has a crucial impact on risk return 
characteristics of the strategy. We demonstrated that dynamic minimal 
guaranteed floor with dynamic multiplier PI startegy could outperform buy 
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and hold strategy.  The dynamic strategies especially the ones with dynamic 
parameters performed high rebalancing frequency and trading costs.  
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WAVELET NEURAL NETWORKS PREDICTION OF CENTRAL 
EUROPEAN STOCK MARKETS * 

Lukas Vacha1, Jozef Barunik1 
1Institute of Information Theory and Automation,  

Academy of Sciences of the Czech Republic, Prague. 
Abstract 
In this paper we apply neural network with denoising layer method for forecasting of 
Central European Stock Exchanges, namely Prague, Budapest and Warsaw. Hard threshold 
denoising with Daubechies 6 wavelet filter and three level decomposition is used to denoise 
the stock index returns, and two-layer feed-forward neural network with Levenberg-
Marquardt learning algorithm is used for modeling. The results show that wavelet network 
structure is able to approximate the underlying process of considered stock markets better 
that multilayered neural network architecture without using wavelets. Further on we discuss 
the impact of structural changes of the market on forecasting accuracy, and we find that for 
certain periods the one-step-ahead prediction accuracy of the direction of the stock index 
can reach 60% to 70%.   
 
Keywords: neural networks, hard threshold denoising, time series prediction, wavelets.  
 

1. Introduction 
Traditional prediction methods for time series often restrict on linear 
regression analysis, exponential smoothing, and ARMA. These methods 
generally produce reasonable prediction results for stationary random time 
series of linear systems. In the recent decades, development in econometrics 
brought also methods which are capable of forecasting more complex 
systems, such as stock markets. These mainly include Wavelet 
Decomposition [10], [4], [1] and Neural Networks analysis, [5], [9]. Further 
on, the idea of combining both methods into single wavelets and neural 
networks has resulted in the formulation of wavelet networks. This research 
area is new, and there is tremendous potential for its development and 
application to various fields.  This paper is one of the first attempts to fit this 
exciting method to Central European Stock markets, namely Prague Stock 
Exchange, Budapest Stock Exchange and Warsaw Stock Exchange. Our 
main expectation will be that this method will improve the single neural 
network approach.  

2. Denoising with Wavelets 
Classical time series denoising approaches are rooted in Fourier analysis 
where noise is assumed to be represented mainly as high frequency 
oscillations. The wavelet based denoising, assumes that analysis of time 
series at different resolutions might improve the separation of the true 
underlying signal from noise. Let us begin with description of the basics of 
Wavelet decomposition theory. 
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2.1 Wavelets 
There are two types of wavelets: father wavelets  ϕ   and mother wavelets  
ψ  . The father wavelet integrates to unity and the mother wavelet integrates 
to zero. The father wavelet, also called scaling function, essentially 
represents the smooth, trend, i.e., the low frequency part of the signal, on the 
other hand the mother wavelet represents the details, i.e., the high frequency 
part of the signal. The mother wavelet is compressed or dilated in time 
domain, to generate cycles to fit the actual time series. The formal definition 
of the father  ϕ   and mother  ψ   wavelet is  

2 2 2 2
, ,

2 22 ,    2
2 2

j jj j

j k j kj j

t k t k a bϕ ϕ ψ ψ− −⎛ ⎞ ⎛ ⎞− −
= = +⎜ ⎟ ⎜ ⎟

⎝ ⎠ ⎝ ⎠
 

where  j   is the scale (or dilatation) and  k   is the translation (or shift). 
Commonly, many types of wavelets can be possibly used, including Haar 
wavelet, Mexican hat, Morlet wavelet, Daubechies wavelet etc. In the 
empirical part, we will use Daubechies wavelet db6. 
Any time series  x(t)   can be built up as a sequence of projections onto 
father and mother wavelets indexed by both  j  , the scale, and  k  , the 
number of translations of the wavelet for any given scale. Usually  k   is 
assumed to be dyadic. The wavelet coefficients are approximated by 
integrals 

( ) ( ) ( ) ( ), , , ,,    J k J k j k j ks x t t dt d x t t dtϕ ψ
∞ ∞

−∞ −∞
≈ ≈∫ ∫  

 j = 1,2,…,J  , where  J   is the maximum scale. The wavelet representation 
of the time series  x(t)   in  L2(R)  1 can be given by 

( ) ( ) ( ) ( ) ( ), , , , 1, 1, 1, 1,...J k J k J k J k J k J k k k
k k k k

x t s t d t d t d tϕ ψ ψ ψ− −= + + + +∑ ∑ ∑ ∑  

where the basis functions  ( ),J k tϕ   and  ( ),j k tψ   are assumed to be 
orthogonal. When the number of observations is dyadic, the number of the 
wavelet coefficients of each type at the finest scale  21   is  / 2N   , labeled  
d1,k  . The next scale  22   has  2/ 2N   coefficients, labeled  d2,k  . At the 
coarsest scale  2J   there are  / 2JN   coefficients  dJ,k   and  sJ,k  . 

3. Nonlinear Wavelet Denoising 
The simplest method of nonlinear wavelet denoising is via thresholding. The 
procedure sets all wavelet coefficients that has lower value than some fixed 

                                                 
1Square integrable real-valued function,  ( )2 .x t dt∞

−∞ < ∞∫   
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constant to zero. Two thresholding rules were instrumental in the initial 
development of wavelet denoising, both for their simplicity and 
performance: hard and soft thresholding [4]. 
3.1 Threshold Selection 
Optimal thresholding occurs when the threshold is set to the noise level, i.e., 
η σ∈=  . Setting  η σ∈<   will allow unwanted noise to enter the estimate 
while setting  η σ∈>   will destroy information that belongs to the 
underlying signal. Following [3] we can set a universal thresholding as 

2 log ,U Nη σ∈=  

where  N   is the sample size. In practical situations the standard deviations 
of noise  σ∈   is not known. The most commonly used estimator of  σ∈   is 
the maximum absolute deviation (MAD) standard deviation [10].  

( )1,1 1,2 1, /2 1, ,...,
.

0.6745
N

MAD

median d d d
σ

−
=  

The denominator is needed to rescale the numerator so that  MADσ   is tuned 
to estimating the standard deviation for Gaussian white noise [4]. 
3.2 Hard Thresholding 
In our paper we use a hard thresholding. The hard thresholding rule on the 
wavelet coefficients  ot   is given by 

( )  if 
{ ,
0 otherwise

H t t
t

o o
oη

η
δ

>
=  

where    is the threshold value. The operation is not a continuous mapping, 
it only affects input coefficients that are less or equal to the threshold η . 
After obtaining the thresholded wavelet coefficients using  H

ηδ   we compose 
the denoised times series via an inverse wavelet transform (IDWT) so we 
get  x den(t)  . For a more detailed treatment see [10]. 

4. Wavelet Network Structure 
Wavelet Network is a network combining the ideas of the feed-forward 
neural networks and the wavelet decomposition. Wavelet networks use 
simple wavelets and wavelet network learning is performed by the standard 
type algorithm such as Conjugate-Gradient, or more efficient Levenberg-
Marquardt [6], [8]. Neural networks can be viewed as universal 
approximation tools for fitting linear or nonlinear models, as [5] showed. 
Limiting space of this paper do not allow us to explore Neural Networks 
estimation methodology in detail, but reader is advised to follow i.e. [12], or 
[9] for very good explanation. 
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There are basically two main approaches to form wavelet networks. In the 
first approach, the wavelet decomposition is decoupled from the learning 
component of neural network architecture. In other words, the series are 
firstly decomposed / denoised using wavelets, and then fed to the neural 
network. In the second approach, the wavelet theory and neural networks 
are combined into a single method, where the inputs  x 1 , . . . ,x k   with 
weights  1,..., nω ω   are combined to estimated output in Multilayer feed-
forward network (MPL): 

( )
1

( ( ) ),DWNN

N

i i i
i

x t f x tω γ β
=

= +∑  

where  f   is an activation function,  , ,i i iγ β ω   are network weight parameters 
that are optimized during learning, and N is number of hidden layers. If we 
feed this network with nonlinear wavelet denoised values ( )denx t (see 
section 3) we will get the form of the wavelet neural network (DWNN) used 
in this paper. 

5. Results 
In the testing, we focus on sample of 1050 daily returns from 7.1.2004 to 
3.4.2008 of value-weighted indices PX-50, BUX and WIG (Prague, 
Budapest and Warsaw stock exchanges respectively). The dataset was 
downloaded from the server www.stocktrading.cz. In the prediction task we 
start with denoising of the 512 data sample with db6 wavelet filter and a 3-
level decomposition. Then two-layer neural network with 5 neurons in each 
layer and Levenberg-Marquardt learning algorithm is used to learn the 
sample. To avoid over-fitting of the network we use a window of 50 real 
out-of-sample data on which we test the estimated model on one day 
predictions. This algorithm is repeated 10 times with moving window of 50, 
so the final prediction of 500 data is obtained. Finally we compare this 
method to neural network approach so we can see if the wavelet denoising 
layer improves the forecasts. Architecture of the network is again two layers 
with 5 neurons and Levenberg-Marquardt optimization. 
As for evaluation, we focus mainly on out-of-sample performance, as it is 
most important in financial time series forecasting. We consider Root Mean 
Square Error statistics (RMSE) to see the performance of out-of-sample 
prediction. Further on, we use statistics proposed by Pesaran Timmerman – 
SR (PT) [11], which evaluates the correctness of the signs prediction. Such 
statistics is often used in financial literature as the predicted positive change 
predicts buy signal, negative change sell signal which allows evaluating a 
trading strategy. Pesaran Timmerman statistics is based on the null 
hypothesis that a given model has no economic value in forecasting 
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direction and is approximately normally distributed. In other words, we test 
the null hypothesis that the signs of the forecasts and the signs of actual 
variables are independent. If the prediction of signs is statistically 
dependent, we approached a good forecasting model with economic 
significance.  
Finally to test the performance of the wavelet network and the neural 
network approach we use the statistic proposed by Clark and McCracken 
(CM) [2]. They compare out-of-sample accuracy for two models which are 
nested. The statistics is normally distributed under the null hypothesis of 
equal predictive ability of the two models. 
 
Table 1: Prediction results for PX50, BUX and WIG 

  PX50 BUX WIG 
  MPL DWNN MPL DWNN MPL DWNN 
RMSE 0.8 0.175 0.08 0.11 0.37 0.41 
CM 0.78*** 0.25*** -7.6 
SR (PT) 0.52 0.56** 0.51 0.53*** 0.47 0.49 

       

*, **, ***, 1%, 5% and 10% significance levels   

To compare the results, we can see that Wavelet Neural Networks (DWNN) 
performed best on BUX returns with lowest RMSE, while RMSE of PX50 
was little bit higher, and WIG more than double of PX50 and BUX. This 
would indicate that the DWNN model will forecast the PX50 and BUX 
returns better than WIG. This is confirmed by Pesaran Timmerman statistics 
which is significant on 5% level of significance for PX 50, 10% level of 
significance of BUX but is not significant at all for WIG. Success rate of 
correct forecasted direction is 0.56 for PX50, 0.53 for BUX and 0.49 for 
WIG. As to the Multilayer Feedforward architecture (MPL) without 
denoising the directional accuracy is not significant at all. But if we 
compare the DWNN and MPL using Clark and McCracken statistics, we 
can see that DWNN yields significantly better prediction accuracy for PX50 
and BUX series. For WIG the results are not significantly different, which 
would be expected as WIG does not seem to be significantly predictable 
even using Pesaran Timmerman.  
To sum up the achieved results we can say, that DWNN performs 
significantly better on the PX50 and BUX returns prediction. Although 
reader can notice, that the success rate is quite low. This is probably caused 
by quite large data sample which contains large structural changes as recent 
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stock market crash of February 2008, etc. Even though Wavelet Neural 
Networks are considered as a universal approximation theorem as 
mentioned before, reader can see that if we feed it with data which simply 
cannot be approximated, its performance is poor. As the stock market 
structure changes in time quite quickly, testing the prediction on such a 
large data samples does not seem to provide reasonable predictions. Thus 
our last test is focused on the division of the dataset into 3 month moving 
windows, where we simply look at how does the Success Rate statistics of 
Pesaran Timmerman evolve in time. 

 
Figure 1: Success Rate statistics of Pesaran Timmerman of PX50, BUX and 

WIG in time. 

 
Figure 1 demonstrates that our assumption was right. For some periods, the 
statistics for PX50 and BUX returns is 0.6 to 0.7, which means that 60% to 
70% of the one day sign change is predicted correctly. For WIG returns the 
predictability does not excess 55%, which can lead us to suspicion that WIG 
simply does not contain strong predictable patterns. As to other two tested 
series, we can see that the pattern strongly evolves over time, and that it 
would make sense to adjust appropriate method for forecasting each 3-
month. This would be done using adjusting wavelets and their levels, 
number of hidden layer of neural network, etc. which we leave for further 
research.   

6. Conclusion 

Our results indicate that the Wavelet Neural Network might outperform 
simple Neural Networks while forecasting Central European stock exchanges. 
More concretely, PX50 and BUX returns were predicted using DWNN 
structures significantly better than using MPL Network structure. We also 
conclude that the stock market structural changes affected the final stock 
market direction prediction greatly. Dataset used for testing was quite large 
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and contained structural changes such as large market crash of February 2008 
which leads to significantly lower prediction accuracy of the used methods. 
For this reason we also used the three month moving window using which we 
have showed, that for some periods the prediction accuracy reached 
sustainable 60% to 70%, meaning 60% to 70% future directions of the stock 
markets were predicted correctly using PX50 and BUX data. On the other 
hand, the prediction accuracy using WIG data did not improve a lot. Thus we 
conclude that this market does not simply contain stronger predictable 
patterns. Further research should concentrate on the exploring of dynamically 
adjusted wavelet types, number of hidden layers of neural networks or other 
parameters specific to structural changes in the forecasted underlying series.  
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